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PREFACE

ELECTRIC MACHINES are being used in wide and novel applications
throughout the world, driven by the need for greater power efficiency in the trans-
portation, aerospace and defense, and industrial automation markets. The automotive
sector is driven by the need for hybrid and electric vehicle technology to meet ever-
stringent miles-per-gallon standards. The aerospace and defense sectors are focused
on replacing existing power transfer technologies in an aircraft such as the central
hydraulic system, with fault-tolerant electric power, where major subsystems such
as engine starting, primary flight control actuation, pumps, and braking would be
controlled and driven electronically. In the US industrial sector, over 40 million elec-
tric motors convert electricity into useful work in manufacturing operations. Industry
spends over $30 billion (US) annually on electricity, dedicated to electric motor-
driven systems that drive pumps, fan and blower systems, air compression, and
motion control. Globally, 42% of all electricity is used in power industries, where
two-thirds of this is consumed by electric motors. There is a clear global demand for
a comprehensive design methodology to support these new applications and satisfy
power efficiency requirements.

With the present trend of global industrial automation, the application of elec-
tric drive systems (including power electronics and drive control) is expected to grow
rapidly in the next decade. In the automotive sector, the utilization of power electron-
ics and their control to drive electric motors can significantly contribute to control
environmental pollution. In addition, intensive environmentally clean photovoltaic
and wind energy resources also show a bright future.

As part of electric drive systems, the power semiconductor devices at the
heart of modern power electronics are under continuous development. The improved
technology in semiconductor processing, device fabrication, and packaging to pro-
duce high-density, high-performance, high-reliability, and high-yielding microelec-
tronic chips, together with new semiconductor material discovery, made possible
significant reduction in energy consumption, driving these systems to an incredible
economical price.

Without doubt, these achievements force the control strategy techniques to
evolve rapidly to the newly created drive conditions and adapt to the overall sys-
tems performance requirements. In recent years, soft switching converters became the
center of interest when compared with more conventional hard switching converters
due to their major advantages such as:

� Minimization of switching loss
� Improved efficiency

vii



viii PREFACE

� Improved reliability due to soft stress
� Reduced electromagnetic emission

The continuous growing interest in the electric drive area relates to the intel-
ligent power electronics modules, where the power and the control are embedded in
the same package and interface directly with logic signals. For variable frequency
drives, the converter modules and control are mounted directly on the machine for
the low and medium power applications.

READERS’ ADVANTAGE

The book is mainly addressed to design engineers, application engineers, technical
professionals, and graduate engineering students with a strong interest in electric
machines and drives.

The comprehensive design approach described in this book supports new appli-
cations required by technologies, sustaining high drive efficiency. The highlighted
framework considers the electric machine at the heart of the entire electric drive. The
book delivers the multiphysics know-how based on practical electric machine design
methodologies. Simulation by design concept elevated in the book constitutes the new
paradigm that frames the entire highlighted design methodology, which is described
and illustrated by various advanced simulation technologies.

Which Design Problems Are We Trying to Solve?

Throughout this book, we apply knowledge of design best practices into multiphysics
and multidomain simulation processes to address a complete electrical machine and
drive design.

In the face of global competition, electric machine manufacturers, like manu-
facturers in most industries, are searching for ways to reduce cost, optimize designs,
and deliver them quickly to market. Companies able to achieve these objectives hold a
competitive advantage in the marketplace. The ability to predict design performance
with simulation software without the time and expense of constructing prototypes
plays a significant role in creating this competitive advantage.

Several computation approaches are available to predict electric machine per-
formance, including classical closed-form analytical analysis, lumped parameter
models based on the determination of detailed parameters from finite element anal-
ysis, and nonlinear time-domain finite element analysis. Each method has advan-
tages and disadvantages. Selecting the best method may not be straightforward
because it requires the user to understand the differences among the calculation
methods. The fundamental issue differentiating these methods is the trade-off among
model complexity, accuracy, and computing time. Engineers use a combination of
these calculation techniques as the optimal solution to simulate electric machine
performances.



PREFACE ix

What Motivated Us to Write This Book?

This collaborative work brought together a group of experts from both academia and
software industry with strong expertise on electrical machine design and manufac-
turing. The main idea that fueled our initiative and commitment to make this project
a reality was to bring back to the engineering and academic communities a com-
prehensive expertise and validated know-how on designing electrical machines by
simulation.

Why Simulation by Design?

The advancements in modern digital computers brought CAD (computer-aided
design) and CAE (computer-aided engineering) tools at the heart of virtual proto-
typing, reducing the time to design and market and saving cost by reducing and
eliminating the physical prototyping need. The embedded 3D-physics design into
drive system coupling with the power electronics and control algorithms enables the
electric drive community to accurately predict the efficiency and performance of the
electrical machine at the heart of the entire drive system.

Without doubt, the design of a simulation model—a virtual prototype—can
help tremendously the engineers to build confidence on validating the required tech-
nical specifications making critical decisions on design realization and understanding
the level of design complexity considering inter-dependencies and design parame-
ter variations, and collaboratively to examine strategic choices for optimization and
robustness.

CHAPTER DESCRIPTION

Chapter 1: Basics of Electrical Machines Design and
Manufacturing Tolerances

This chapter discusses fundamental aspects of the state-of-the-art design process and
includes examples from industrial practice and case studies to introduce basic con-
cepts and methods. This chapter emphasizes the basic steps in designing a typical
electrical machine using power traction application as an example. The chapter starts
with magnetic sizing steps and it extends the basic design to thermal constraints. Typ-
ical electric motor characteristics used in traction applications such as efficiency map
of standardized driving cycles are considered to highlight the electric motor sustain-
ability on dynamic performance. The chapter concludes with the robust design anal-
ysis framing a methodology that applies stochastic analysis to study manufacturing
tolerances.

Chapter 2: FEM-Based Analysis Techniques for Electrical Machine
Design

In this chapter, a detailed description of finite element method (FEM) employed
in ANSYS Maxwell software is presented. The numerical technique developed to
account for eddy currents in conductive domains on configurations that involve rigid
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motion is presented, the numerical technique related to multiply connected regions
is highlighted, and it also presents the algorithms used for nonlinear iterations and
strategies to accelerate the nonlinear convergence. Filed-circuit coupling technology
is explained and specific algorithms used to reduce the computation time to reach
steady-state conditions are described. High-performance computing (HPC) is a key
technology, increasing the capacity of solving large design spaces and reducing sig-
nificantly the total time computation by solving the time steps on magnetic transient
problem simultaneously rather than sequentially. All technologies highlighted in this
chapter are explained through sets of case studies.

Chapter 3: Magnetic Material Modeling

This chapter introduces advanced magnetic material modeling capabilities employed
in numerical computation. From isotropic nonlinear characteristics to anisotropic
behavior corresponding to grain-oriented magnetic materials, the chapter describes
the implementation aspects and detailed modeling techniques. Lamination topologies
are considered based on special modeling technique with emphasis on core loss com-
putation. Advanced magnetic modeling on vector magnetic hysteresis is presented
and specific case studies are used to highlight the computational merits.

Chapter 4: Thermal Problems in Electrical Machines

In this chapter, the heat generation and extraction in electrical motors are investi-
gated. Using the three thermal paths—conduction, convection, and radiation—an
electromagnetic device can be cooled within the acceptable limits for the environ-
ment and corresponding application. A highly efficient electrical machine is required
in most industrial fields, but the high efficiency is not telling us the full story of a good
motor performance. The losses—electromagnetic and mechanical—must be dissi-
pated from the machine into the ambient and the mode in which the cooling system
manages to do that represents the key in a reliable and high-performance electrical
machine. Within the chapter, the theoretical aspects of thermal management are illus-
trated with a state-of-the-art collection of practical examples for cooling electrical
machines published in the literature.

Chapter 5: Automated Optimization for Electric Machines

This chapter discusses optimization as applied to electrical machine design. Some
commonly used optimization methods are explained. Case studies illustrating the
utility of systematic design optimization to compare different machine topologies,
to develop design rules, and to quantify the effect of different design features are
included.

Chapter 6: Power Electronics and Drive Systems

This chapter describes the entire drive system from semiconductor as the main com-
ponent of any modern power electronics circuit to more complex topologies that
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include active components to rectify the energy, reduce harmonic distortions, and
correct power factors in various drive systems. Electrical machines need drive sys-
tems to be correctly controlled if they need to be operated at variable speed. This
can be achieved by modulating the energy flow to/from them. The chapter also high-
lights the need of multiphysics studies for such designs to account for thermal analysis
under certain cooling conditions. For instance, inverter modules need a careful design
approach as losses vary continuously during normal operation. Poor thermal manage-
ment can lead to overheating and thus degrade the reliability of the components.

FRAMING THE MULTIPHYSICS DESIGN
METHODOLOGY

The electric machine is a very complex device, being multidomain by nature involv-
ing electromagnetics, thermal, and mechanical aspects. The multiphysics method-
ology built around the core of electric machine design encompasses a systematic
approach to develop a platform where comprehensive analysis is the key to under-
stand and design a complex drive system to predict their performances and analyze
their robustness. The multiphysics simulation technology enables users to design,
analyze, and deliver efficient, optimized electric machine and drive designs.

As shown in Figure 1, the first step in the overall workflow is to develop design
requirements. Those requirements may be created within a particular design organiza-
tion, or they may be provided from a purchaser of the electric machine. Requirements
may include machine speed, output power, input power, torque, efficiency, thermal
properties, weight, size, etc. At this stage, motor sizing and model creation take place,

Design
requirements

• Template-based
• Spreadsheet

Performance

CoolingStage III

Stage II

Stage I

Stage IV Manufacturability

• Electromagnetics

• Thermal

• Structural

Figure 1 Multiphysics design methodology.
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where many motor configurations may be considered. Often, engineers will use clas-
sical, closed-form analytical methods to select appropriate motor configurations that
will meet requirements. In a similar manner, both magnetic and thermal designs can
be evaluated using template-based approaches that are using such closed-form ana-
lytical methods. At the end of this stage, the designer acquires knowledge about the
most suitable motor topology to fulfill the level of technical specifications with a
degree of confidence on practical realization.

At the second stage of the workflow with the set of knowledge already acquired,
accurate and detailed motor studies using 2D and 3D finite element analysis are per-
formed. This important step in the design process further qualifies electromagneti-
cally the topologies selected by the magnetothermal sizing analysis. Various design
characteristics are numerically evaluated employing cutting-edge techniques, for
example, permanent magnet demagnetization due to irreversible temperature effect,
power electronics switching loss effect on electric motor core-loss, efficiency and
power loss maps.

The thermal study can be developed similar to electromagnetic analysis as
a separate design simulation or in connection with electromagnetic solution. With
feedback from electromagnetic losses from either template-based solution or finite
element analyses, the thermal study can be migrated from simple temperature
rise computation based on thermal conduction to more complex studies involving
computational fluid dynamics (CFD), where convection and radiation are considered.
In such configurations, detailed cooling systems can be evaluated and optimized.
Speeding up the entire thermal profile prediction is a key in the overall design
process, that provides with design alternatives as,

– Creating an equivalent thermal model (ETM) for motor topology to be used
within CFD environment to build around it the physical cooling system config-
uration with focus on outside enclosure optimization analysis or,

– Coupling detailed finite element-based integrated losses with thermal simula-
tion model to accurately predict temperature profile, fluid flow, and its velocity
within various parts of the entire assembly.

The final stage of the proposed workflow relates to mechanical design and man-
ufacturability. Although this step follows electromagnetic and thermal analyses, the
structural simulation can be performed any time during the multiphysics design pro-
cess with emphasis on specific mechanical analyses, for example, deformation stud-
ies, noise vibration, and structural dynamics analysis, to more complex induced ther-
mal stress and magnetostrictive analyses.

This simulation framework allows the engineer to understand the electrical,
thermal, structural, and acoustical behavior of the design, considering electric motor
as an independent component or part of an electric drive system including power
electronics. Finally, the motor design is considered in the broader context of its power
control unit and integration with other systems.
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The flexibility of such a design flow is provided by the data exchange among
all physics involved, providing various design adoption alternatives.

The multiphysics design flow can be further detailed at each and every individ-
ual stage. In spite of this granularity, the Chapter 1 will focus on Stage I regarding
the generic design flow for topology selection during a motor design to examine the
process of basic design.

Marius Rosu
Ping Zhou

Dingsheng Lin
Dan Ionel

Mircea Popescu
Frede Blaabjerg

Vandana Rallabandi
David Staton
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CHAPTER 1
BASICS OF ELECTRICAL
MACHINES DESIGN AND
MANUFACTURING TOLERANCES

1.1 INTRODUCTION

Recent progress in the area of electric machines, including new materials, manufac-
turing technologies, and conceptual topologies, require a systematic design approach
to ensure improved performance and/or reduced cost for new developments. This
chapter discusses fundamental aspects of the state-of-the-art design process and
includes examples from industrial practice and case studies in order to introduce basic
concepts and methods.

Traditionally, the core of electric machines is manufactured by punching and
stacking thin laminations of cold rolled or silicon steel, as illustrated in Figure 1.1 [1].
Even with the rotor laminations nested inside the stator ones, the process results in a
relatively large amount of steel being scraped due to the slots and outer stator profile.
Depending on the machine type and design topology, in the rotor, permanent magnets
(PM) maybe inserted or attached to the core, an electrically conductive cage maybe
die-cast from aluminum, for example, or a winding (not applicable for the design
shown in Figure 1.1) maybe inserted. The stator typically incorporates a collection
of coils made of conductive wires separated by electrical insulation and forming a
winding. A multiphase distributed winding, such as the one exemplified in Figure 1.1,
maybe manufactured by automatically producing the coils and then inserting them
into the core, in a process that has high through output, and results in a relatively high
ratio of net conductor per slot area, that is, slot fill factor, but also yields relatively
large end coils.

In order to reduce the scrap of laminated steel, different punching arrangements
may be employed. The example shown in Figure 1.2 is particularly advantageous for
stator designs with relatively large tooth width and small tooth tips. Modules of core
and concentrated coils, each wound around a tooth, can be organized with a single
or multiple teeth, formed to shape, and then assembled to produce a stator, such as

Multiphysics Simulation by Design for Electrical Machines, Power Electronics, and Drives, First Edition.
Marius Rosu, Ping Zhou, Dingsheng Lin, Dan Ionel, Mircea Popescu, Frede Blaabjerg, Vandana Rallabandi,
and David Staton.
© 2018 by The Institute of Electrical and Electronics Engineers, Inc. Published 2018 by John Wiley & Sons, Inc.
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2 CHAPTER 1 BASICS OF ELECTRICAL MACHINES DESIGN AND MANUFACTURING TOLERANCES

Rotor and stator

laminations

Rotor and stator

cores (stacks)

Stator core and winding

Rotor core and

die-cast cage

Figure 1.1 Typical steps for the manufacturing of an electric machine, in this case a line-fed
permanent magnet (PM) synchronous motor, which includes in the rotor a die-cast aluminum
cage.

the three-phase 18-slot design example from Figure 1.2, which is suitable to be used
together with a 16-pole PM rotor [2, 3].

At a first look, concentrated windings, especially in a segmented-modular
configuration, tightly packed with a high slot fill factor and short end coils maybe
superior to more conventional distributed winding machines, particularly for
low-speed applications. Nevertheless, before drawing such generic conclusions,
systematic comparisons taking into account the power and speed rating, losses,
including winding and core components, the electronic controller should be per-
formed following, for example, a large scale automated design process as described
in another chapter of the book.

A stator core and winding, and a rotor incorporating a shaft, are assembled
together with other components, including bearings, end caps, and frame and
terminal box to produce an electric machine, as exemplified in Figure 1.3 for a
general-purpose three-phase squirrel-cage induction motor and in Figure 1.4 for PM

Figure 1.2 Example of stator modular construction with segmented core and concentrated
coils forming a multiphase winding [2, 3]. Versions with a single tooth and coil modules are
also possible.
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Figure 1.3 Exploded view of a general-purpose National Electrical Manufacturers
Association (NEMA) frame squirrel-cage induction motor. Courtesy of Regal Beloit Corp.

synchronous motors with stator concentrated and distributed windings, respectively
[4]. It should be noted that the use of PM technology typically results in a higher
power density than available from induction machines.

A most successful example of combining advanced design techniques, high
performance magnetic materials, and enhanced cooling is represented by the recent
development of a 100 hp motor for Formula E racing cars [5,6]. This machine shown
in Figure 1.5, which employs an 18-slot 16-pole spoke IPM configuration, sets a
record for electric traction motors of comparable rating, achieving almost twice the
specific torque density per unit of active mass (Nm/kg) than the motor powering the
latest generation of the Nissan Leaf electric vehicle.

1.2 GENERIC DESIGN FLOW

In the overall economy of the electric machine design process, virtual prototyping is
the most important collection of designing stages when considering design validation

Figure 1.4 PM synchronous motors with interior permanent magnet (IPM) rotors and
concentrated (left) and distributed windings, respectively [4]. Courtesy of Regal Beloit Corp.
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Figure 1.5 Record-breaking ultra-high density torque 100 hp spoke-type IPM motor for
Formula E racing cars showing, from the left, magnetic field in the motor cross section, axial
cut view and photo [4, 5]. Courtesy of Equipmake, Ltd.

before committing to making a physical prototype. The obvious procedures utilized
throughout this process combine efficient numerical techniques providing with
highly accurate, comprehensive multiphysics simulation designs including power
electronics and control software to predict the electric drive performance at the heart
of entire system.

The electrical machines are part of the electromechanical energy converters
group. This means that any electrical machine, be it rotating, or linear movement,
with AC or DC supply current, can operate as:

� Motor: conversion of the input electrical energy into output mechanical energy
� Generator: conversion of the input mechanical energy into output electrical

energy
� Brake: absorption of both mechanical and electrical energy

In electromechanical terms, the main inputs and outputs of the electrical machines are
the supply voltage and current versus the torque (or force) at the shaft and rotational
(or linear) velocity.

The main design flow is shown in Figure 1.6. The initial design is addressed at
the level of sizing stage when physical dimensions are established based on magnetic
and thermal feedback. This is a specialized stage that allows designers to quickly
create a geometric model of the machine, calculate its performance, and make sizing
decisions. Once the initial design is completed, detailed numerical techniques (2D
and 3D) are necessary to increase the accuracy of such designs by simulation. Such
simulations are referred as physics-based designs whether the numerical technique
relates to the electromagnetics simulation by finite elements or fluid dynamics solu-
tion by finite volumes or structural simulation by finite element analyses.

In this chapter, we will focus on the basic steps in designing a typical electrical
machine for power traction application.

1.3 BASIC DESIGN AND HOW TO START

We will consider the specifications shown in Table 1.1 for a power traction applica-
tion. If someone will ask what parameter would be the most important to determine
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Physics-based design

Electromagnetics CFD Stress Drive system integration

Sizing

System/circuit design

Design

space

Performance Analysis

Figure 1.6 Multiphysics and multidomain electric machine design flow.

the physical dimensions of an electrical machine, we can definitely answer that the
electromagnetic toque capability, which can be extracted from the design specifica-
tion related to a certain application, will generate enough information to produce an
initial magnetic design. And yet this is probably at the same time the most exquisite
and intrigued statement one could deliver on such a complex design demand [7, 8].

Simply, following this rationale, the output torque is proportional to rotor vol-
ume and tangential force acting on rotor surface known as shear stress. The shear
stress is proportional to the product of electric and magnetic loading. Besides elec-
tromagnetic torque, the rotor aspect ratio, stator slot diameter ratio, number of poles,
and rotational speed are important parameters for design decisions.

TABLE 1.1 Power traction application specifications

Parameter Unit Value

DC supply voltage V 400
Maximum DC current A 700
Maximum line AC current Arms 900
Peak output power kW 235
Peak torque Nm 330
Base speed rpm 7500
Maximum speed rpm 15,000
Continuous power at base speed kW 80
Continuous torque at base speed Nm 100
Cooling system N/A Liquid
System envelope volume mm 270 × 270 × 270
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The fundamental relationship for torque prediction is the equation which
defines the force F acting on a wire of length L carrying a current I in a uniform
magnetic field B as

F = B ⋅ I ⋅ L (1.1)

If we consider a uniformly distributed conductor per meter, then we can introduce the
shear stress as the ratio between force and area of conductive region. Thus,

𝜎 = F
Area

= B ⋅ A (1.2)

where B is also known as magnetic loading and A is known as electric loading.
In any electric machine with radial field concept with the rotor diameter D, the

torque is introduced by

T = F ⋅
D
2

(1.3)

In more general terms, the main parameter defining an electrical machine is the torque
or force depending on the device that has a rotational or linear movement, respec-
tively. In this design example, we are dealing with a rotational movement, for which
the expression that provides the sizing electromagnetic torque is given by

T = π2

4
√

2
⋅ kw1

ABD2Lstk (1.4)

where kw1
is the fundamental winding factor, Lstk is the axial active length.

A is the electric loading: number of ampere-conductors per meter around the
stator surface that faces the airgap.

A =
Total ampere–Conductors

Airgap circumference
=

2mNphIRMS

πD
(1.5)

where Nph represents the total number of turns/phase, IRMS is the RMS phase current
and m is the system number of phases.

B is the magnetic loading: average flux-density over the rotor surface. If the
flux-density is distributed sinusoidal, the fundamental magnetic flux/pole (there are
2p magnetic poles in the electrical machine) is

𝜙 = B ⋅
πDLstk

2p
(1.6)

We notice from (1.4)–(1.6) that the torque, electric, and magnetic loading depend on
the machine volume in the airgap.

Considering also the lossless energy conversion law for an m-phase AC
machine,

Electric power = mEI = Mechanical power = T ⋅
𝜔

p
(1.7)
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where E is the induced voltage (back electromotive force—emf), 𝜔 angular velocity.
The induced voltage can be further developed as

E = π2
√

2
⋅

f kw1
NphBDLstk

p
, (1.8)

where f is the fundamental frequency.
It is also worth noting the relation between fundamental frequency, f, num-

ber of pole pairs, p, and rotational speed n, where rotational speed is represented in
revolution-per-minute (rpm),

f =
n ⋅ p

60
(1.9)

In sizing an electrical machine, we can use a combined parameter, that is, the torque
ratio per volume based on relation (1.4) and knowing the rotor volume, Vrotor =
πD2Lstk

4
, then

TRV = T
Vrotor

= π√
2
⋅ kw1

A ⋅ B (1.10)

The above equation reflects the electromechanical nature of the energy conversion,
as A is proportional to the current in the machine windings, while B is proportional
to the magnetic flux. Hence, the electric energy that is proportional to the product of
magnetic flux 𝜙 and current I is converted to mechanical energy and relates to the
torque production.

Table 1.2 summarizes the typical values for torque ratio per volume in various
electrical machine types.

Another simple initial consideration is related to the current density in the elec-
trical machine, depending on the cooling system (as represented in Table 1.3).

For the considered specifications, (as shown in Table 1.1) and assuming a split
ratio (i.e., rotor/stator outer diameters) of 0.55, and that the active length of the
machine occupies maximum 80% of the overall maximum axial length, we can esti-
mate peak TRV as:

TRVpeak = 330

π ⋅ (0.55 ⋅ 0.27)2 ⋅ 0.27 ⋅ 0.8
4

⋅ 0.001 = 88.20 kN∕m3

TABLE 1.2 Typical values for TRV continuous operation in electrical machines

Electrical machine type TRV (kNm/m3)

Totally enclosed motors—low energy magnets (ferrite) 5–15
Totally enclosed motors—sintered rare-earth magnets (NdFeB, SmCo) 15–40
Totally enclosed motors—bonded rare-earth magnets (NdFeB, SmCo) 10–20
Medium power (>5 kW) industrial induction motors 5–30
Servomotors 15–50
Aerospace machines 30–75
Liquid cooled machines 75–250
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TABLE 1.3 Typical current density values in electrical machines—continuous operation

Cooling system Current density (A/mm2) Current density (A/in2)

Totally enclosed non-ventilated 1–5 650–3250
Open air, fan cooled 5–10 3250–6500
Forced liquid cooled 10–30 6500–20,000

Similarly, continuous TRV as:

TRVcont =
100

π ⋅ (0.55 ⋅ 0.27)2 ⋅ 0.27 ⋅ 0.8
4

⋅ 0.001 = 26.73 kN∕m3

The above values suggest that we will select a sintered rare-earth permanent magnet
machine, that will need forced liquid cooled system, while the overall dimensions of
the machine can use a rotor diameter, D∼150 mm, that is, 0.55 × 270 mm.

For axial length, we will select the value, Lstk = 150 mm, hence the machine
rotor axial view will have a square profile (D ∼ Lstk).

Assuming the ratio of stator and rotor dimensions is kept constant, increasing
the rotor diameter will increase the stator slot depth, the electric loading, and the
torque ratio per volume. Important advantages include smaller stator stack length,
larger shaft diameter which implies large inertia and higher critical speed.

Similarly, under the same assumptions, the reduction on rotor diameter
decreases the rotor inertia enhancing the dynamic response. Such configuration gen-
erates lower rotor mechanical stress at high speeds and reduces the end-turn copper
losses. Lower diameter of the shaft implies smaller diameter for bearings which sus-
tain higher speed operations at lower friction losses.

1.3.1 Stator and Rotor Topologies

When designing a brushless permanent magnet machine, there are several configura-
tions that can be selected for stator and rotor assembly. At this stage, we do know the
overall diameters and axial length only.

Rotor Magnetic Pole Pairs (p)
First step in further design procedure is to select the number of magnetic pole pairs.
Based on the imposed maximum rotational speed, 15,000 rpm, and equation (1.9), it is
possible to shortlist few suitable numbers. As derived from Table 1.4, we consider the
maximum fundamental frequency to be 1000 Hz and this limits the suitable number
of pole pairs to 1, 2, 3, and 4.

Considering the suitable number of pole pairs and the higher number of pole
pair advantages:

� a higher torque ratio per volume due to the reduced leakage magnetic flux
� lower dimension of the stator back iron
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TABLE 1.4 Variation of the fundamental frequency with number
of pole pairs

Rotational Fundamental
speed (rpm) Pole pairs Poles frequency (Hz)

15,000 1 2 250
2 4 500
3 6 750
4 8 1000
5 10 1250
6 12 1500

� reduced end-winding dimensions with implications on reduced copper losses
and material consumption

However, higher number of poles generates higher permanent magnet resistive losses
due to eddy-current effects induced in these conductive materials especially when
magnets are mounted on the surface of the rotor.

Higher number of poles requires a short pole pitch which is well suited to use
in concentrated windings. For distributed windings, the utilization of short pole pitch
requires larger number of slots which can increase the mechanical vibrations, hence
the acoustic noises.

The reluctance torque is proportional to the inductance of the winding which
is inversely proportional to the square of the number of poles. Therefore, at higher
number of poles the reluctance torque is significantly reduced.

Considering the advantages versus the disadvantages of higher specific core
losses and converter losses due to higher frequency, still leads to the conclusion that
the number of pole pairs equal to 4 is a good design choice.

Hence, we decide to have a rotor with four pole pairs (eight magnetic poles).

Rotor Poles Topology
The eight rotor poles can be designed with magnets mounted on the surface of the
rotor (SPM—surface permanent magnet motor), or embedded in the rotor magnetic
core (IPM—interior permanent magnet motor). For a traction application, the IPM
topology has certain advantages as the magnet blocks can be of rectangular prism
shape, better protected against demagnetization due to faults and high temperature
profiles, and allows a more efficient field weakening operation.

The V-shape topology shown in Figure 1.7 is chosen.

Stator Number of Slots and Winding Topology
A balanced stator lamination and winding requires that certain rules are respected
when deciding the number of slots:

� Slots/pole pairs >1 (no emf is possible otherwise)
� Slots/phases/parallel paths = Integer
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Figure 1.7 Eight-pole rotor topology.

� Pole pairs/parallel paths = 2k, where k = Integer
� Slots/phases/greatest common divisor (GCD; Slots, pole pairs) = Integer

Following the above rules, a three-phase, 8-pole rotor can be paired with a stator with
12, 24, 36, 48, 72, 84, 96 slots.

In relation to the stator bore that is in the region of 150 mm, from the manu-
facturing point of view and cooling efficiency, the number of stator slots is set to
be 48.

Figure 1.8 illustrates the proposed radial view of this electric motor design.
The winding is selected (as seen in Figure 1.9) to be:

� Three-phase, star connection
� Single coil layer (easier to implement and with high copper slot fill factor)

Figure 1.8 48 slots/8-pole IPM machine configuration.



1.3 BASIC DESIGN AND HOW TO START 11

(a) (b)

Figure 1.9 (a) Winding pattern; (b) winding slot detail.

� Short pitch coil, that is, 1–6, compared to full pitch coil 1–7; this will eliminate
certain higher-order harmonics

� Parallel paths (branches) are 2
� Turns/coil = 3
� Strands in hand = 7
� Wire gage = 1.3 mm

1.3.2 Drive Topologies

As schematically shown in Figure 1.10, either insulated gate bipolar transistors
(IGBTs) or metal–oxide–semiconductor field-effect transistors (MOSFETs) are typi-
cal semiconductor devices used as switches on three-phase H-Bridge configurations.

The maximum peak line–line voltage equals the DC bus battery, and hence the

maximum RMS line—line voltage VRMS = VDC∕
√

2, where VDC is the DC bus sup-
ply voltage. In reality, this is typically lower and dependant on modulation strategy.

The three-phase inverter controls the current by applying appropriate voltage
at the machine terminals.

The terminal voltage must overcome the emf and voltage drop across the induc-
tance to inject the correct voltage.

Field weakening is used to extend the speed range of the machine when the emf
is greater than the maximum available terminal voltage.

Table 1.5 gives the ratio between inverter output RMS voltage and the input
DC bus voltage for various pulse width modulation (PWM) control strategies.
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Figure 1.10 Electric drive topology of three-phase inverter, star-connected electric motor
with controller.

1.3.3 Torque Speed Characteristics

In a wide speed range operation, the torque speed characteristics for IPM machines
consist of three modes (Figure 1.11):

� In Mode I, the torque is limited by the current.
� In Mode II, the maximum current is used and the current angle is advanced to

suppress the voltage.
� In Mode III, the current value converges toward the current value for theoretical

infinite speed of 𝜆m∕Ld, where 𝜆m is the rotor magnetic field and Ld is the D-
axis inductance of the machine.

1.3.4 Electromagnetic Simulation Using Finite Element Analysis

The simulation presented has been achieved using ANSYS Maxwell which is
capable of performing rigorous performance calculations of the machine including

TABLE 1.5 PWM strategy

PWM strategy
Line–line (RMS)/DC

bus voltage ratio
Line–line (peak)/DC

bus voltage ratio

Six-step 180 0.780 1.10
Hexagon tracking: piecewise linear 0.7446 1.05
Hexagon tracking: secant 0.7418 1.05
Third harmonic injection 0.707 1.00
Six-step 120 0.675 0.95
Maximum linear range of sine/triangle 0.612 0.87
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Figure 1.11 Operation modes in IPM machines.

the motion-induced physics caused by linear translational and rotational motion,
advanced hysteresis analysis, demagnetization of permanent magnets and other crit-
ical electromagnetic machine parameters.

Starting exclusively on electromagnetic design flow narrowing the design space
with ANSYS RMxprt, the magnetic transient design setup is automatically generated
as either 2D or 3D designs. The benefit of 2D symmetry is due to radial magnetic
field concept topology for most of electrical machines used in different applications.
However axial field or transversal field topologies require 3D designs. Neverthe-
less, for accuracy reasons, 3D designs are required even if radial field topologies are
considered when end effects, multiaxial segmented permanent magnets, or skewing
topologies are employed. Although ANSYS Maxwell package is a general finite ele-
ment analyses tool, its capabilities enable designers to customize and apply very spe-
cific analyses for electrical machines as D-Q solution computation (Figure 1.12), or
employ even more complex algorithms as maximum torque per ampere unit (MTPA)
control strategy (Figure 1.13) used to construct maps of efficiency and losses.

On the motor topology selected and sized based on the concepts developed
in Section 1.3, we employed magnetic time-stepping (transient) analysis to predict
more accurately the dynamic performance of such IPM design. Figure 1.14 shows
field distributions on the surface of rotor and permanent magnets while Figure 1.15
and Figure 1.16 represent the transient data of running torque and induced voltage
(back emf) profiles, respectively.
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Figure 1.12 D-Q solution for interior permanent magnet machine design.
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(a) (b)

Figure 1.14 Field distribution on rotor and interior permanent magnets at the time instant of
maximum input phase current:
(a) flux lines with magnetic field and induced current density distribution on PM,
(b) flux lines with power loss and induced current density distribution on PM.
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Figure 1.15 Electromagnetic torque characteristic.
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Figure 1.16 Induced voltage profile.

1.4 EFFICIENCY MAP

The AC brushless motors can be controlled using various control strategies. The most
common strategies are:

� Maximum torque per ampere
� Maximum efficiency
� Unity power factor
� Constant phase advance angle, for example, Id = 0, while Iq = variable

amplitude
� Constant power loss

The first two methods are described in Figure 1.17:

Maximum torque per amp

Minimize Minimize

Subject to

and

Subject to

and

Tshaft – Tdemand = 0 Tshaft – Tdemand = 0 

Wtotal = Wcu + Wfe + Wmagnet,

Maximum efficiency

Is = Id
2
 + Iq

2
,

Vlim ≥ 2𝜋f 𝝍d
2
 + 𝝍q

2
. Vlim ≥ 2𝜋f 𝝍d

2
 + 𝝍q

2
.

Figure 1.17 Control strategies for AC brushless PM machines.
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Using MTPA control strategy and the power converter limits (VDC = 400 V,
IDC = 500 A), it is possible to calculate torque–speed curves for the whole speed
range. For each operation point, the following algorithms are considered:

� flux-linkages and inductances are calculated using 2D nonlinear transient finite
element analysis model (e.g., ANSYS Maxwell)

� magnet losses are calculated considering the induced eddy-currents in the mag-
net blocks

� core losses are calculated via post-processing in finite element analysis with the
flux-density distribution and applying statistical curves for the specific losses
(e.g., Bertotti or Steinmetz models)

� Joule losses are calculated analytically for the DC component, and numerically
for AC component based on finite element analysis

� mechanical/friction losses are determined using previous experience or mea-
sured data

With the amount of data created for the whole torque speed range, it is useful to
display the loci of the efficiency isolines. These graphs are defined as efficiency maps
and used to interpret the machine capability for entire operation spectrum, so that the
designer can identify the speed and torque range where the efficiency is maximized,
for example.

If the drive cycle is known, the operation points of this cycle can be superim-
posed on the efficiency map and thus observe if the machine was designed for optimal
performance.

In automotive applications, there are standard drive cycles. Worldwide, the
drive cycles presented in the Table 1.6 are representative:

TABLE 1.6 Standard drive cycles

Average speed Distance Time (s) Description Region

19.59 mph 7.45 m 1369 Typical city driving
conditions

USA UDDS

48.3 mph 10.26 m 765 Typical highway conditions
under 60 mph

USA HWY

48.4 mph 8.01 m 569 High acceleration
aggressive driving
schedule

USA US06

62.6 km/h 6.96 km 400 Extra-urban cycle Europe EUDC
59.5 km/h 6.6 km 400 Extra-urban (low powered

vehicle)
Europe EUDCL

18.4 km/h 0.99 km 195 Elementary urban cycle Europe ECE
17.7 km/h 0.66 km 135 10 mode cycle Japan JPN10
33.9 km/h 2.17 km 231 15 mode cycle Japan JPN15
25.6 km/h 6.34 km 892 Combined 10/15 mode

cycle
Japan JPN10.15
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Figure 1.18 Torque variation in time for US06 drive cycle.

For the specific design in this chapter, we can consider the high acceleration
aggressive drive cycle, US06 (USA). The detailed torque and power variation with
rotational speed for this cycle are given in Figures 1.18 and 1.19.

Now, considering the ambient operation at 70◦C and using the MTPA control
strategy with flux-linkages and currents calculated with the electromagnetic model
previously developed, the following efficiency maps can be plotted in both motoring
and generating modes with drive cycle points superimposed. The efficiency map is
generated in this example using the LAB module from Motor-CADTM software. The
losses are extracted from ANSYS Maxwell 2D module.

Figure 1.20 shows a maximum efficiency of 96% in the region of 2000 rpm to
9000 rpm and up to 180 Nm. We notice that more than 60% of the driving points will
be in the region with high efficiency.

For the base point, 100 Nm at 7500 rpm we get at the same fixed temperature
of 70◦ as illustrated in Figure 1.21.
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Figure 1.19 Shaft power variation in time for US06 drive cycle.
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Figure 1.20 Efficiency maps in motoring and generating modes with superimposed US06
drive cycle points (blue dots).

Figure 1.21 Estimated electrical machine parameters for rated operation point in
Motor-CAD / LAB module (100 Nm at 7500 rpm).

The results highlighted in Figure 1.21, show that about two-thirds of the losses
are in the iron region, more specifically in the stator iron.

1.5 THERMAL CONSTRAINTS

In Section 1.4, we have seen the electrical machine capabilities for whole speed and
current range, considering a fixed temperature of 70◦C. This value would correspond
to an ambient temperature in the engine compartment of an electrical vehicle.

When an electrical machine is designed for the required performance, the ther-
mal response analysis is essential.
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The main aspects are:

� The power output of an electrical machine is strongly affected by its thermal
performance because machine operating temperature limits the electric loading,
q = f(I)

� Machine life, with “10◦C half-life rule”, that is, every 10◦C increase in operat-
ing temperature cuts insulation life by half

� Permanent magnet materials: the performance of magnets decreases with tem-
perature as the magnets will be demagnetized if they are overheated

� Copper loss is temperature dependent
� Mechanical, elevated temperatures can induce mechanical stresses due to ther-

mal expansion
� Bearing failure
� Thermal fatigue during variable speed operation

The losses in any electromagnetic device will generate heat. A good performance of
an electrical machine relies on an efficient heat extraction to the ambient environment
via one or more of the three main mechanisms: conduction, convection, and radiation
(for more details, see Chpater 5, the dedicated chapter to thermal analysis)

The designed electrical machine example has a high torque per volume ratio
(TRV) and most of the losses are located on the stator assembly (winding and lam-
inated core). Hence, a good cooling system must use liquid forced convection. As
illustrated in Figure 1.22, we can design a housing water jacket with spiral channels.

Figure 1.22 Three-dimensional view of the stator assembly and cooling jacket.
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Figure 1.23 Cooling fluid flow and properties definition in Motor-CAD.
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Figure 1.24 Radial view of the steady-state temperature distribution at 100 Nm at 7500 rpm
operation point—based on thermal network.
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Figure 1.25 Axial view of the steady-state temperature distribution at 100 Nm at 7500 rpm
operation point—based on thermal network.

Using Motor-CADTM, we can decide on the cooling channels’ dimensions, on the
cooling fluid, and the flow rate.

As observed in Figure 1.23, this machine is cooled using a housing spiral jacket
with water ethylene–glycol mixture, 50–50%, fluid flow rate 6 L/min and inlet tem-
perature of 70◦C. The Reynolds number is 6237, which indicates a turbulent flow.

From Figure 1.24 to Figure 1.27, the thermal response at this load point will be
using a lumped thermal network.

The computed characteristics reported in Figures 1.28–1.32 consider thermal
envelope for continuous motor operation with maximum winding average tempera-
ture of 180◦C and maximum permanent magnet average temperature of 140◦C.

Figures 1.28–1.29 show that the proposed design is limited thermally by the
magnet temperature.

1.6 ROBUST DESIGN AND MANUFACTURING
TOLERANCES

Two important concepts for robust design and reliability analysis need to be intro-
duced to better understand technical approaches will be further employed. To avoid



1.6 ROBUST DESIGN AND MANUFACTURING TOLERANCES 23

143.0

137.1

131.2

125.3

119.4

113.5

107.6

101.7

95.8

89.9

84.0

T(°C)

Figure 1.26 Radial view of the steady-state temperature distribution at 100 Nm at 7500 rpm
operation point—finite-element thermal analysis.

further confusion, one can say that reliability analysis assesses the probability that
various unpredictable design conditions yield unsustainable consequences, whereas
robust design is the process based on which the required product specifications will
be always satisfied in spite of variability and uncertainty.

Because a good design point is often the result of a trade-off between various
objectives, the exploration of a given design cannot be performed by using optimiza-
tion algorithms that lead to a single design point. It is important to gather enough
information about the current design so as to be able to answer the so-called “what-
if” questions, quantifying the influence of design variables on the performance of the
product in an exhaustive manner. By doing so, the right decisions can be made based
on accurate information, even in the event of an unexpected change in the design
constraints.

For the sake of robust design representation on previously selected electric
motor topology, Section 1.6.1 describes various simulation studies employing
Design of Experiments (DOE), Response Surface, Parameter Correlation, Sensitivity
and Six Sigma analyses.
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Figure 1.27 Axial view of the steady-state temperature distribution at 100 Nm at 7500 rpm
operation point—finite-element thermal analysis.
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Figure 1.29 Continuous power at average winding temperature <180◦C and magnet
temperature <140◦C.

1.6.1 Case Study

The proposed case study highlights meaningful steps on achieving robust design,
enabling the engineers to account for uncertainties in product design and to determine
how best to improve product reliability.

ANSYS Maxwell is used as finite element simulation tool to accurately pre-
dict the performance of the electric motor design while ANSYS Design Exploration
provides with the robust design flow calling for an electromagnetic simulation on
each design point defined by DOE. To ease the data transfer for enhancing the robust
design with high level of flexibility, the flow highlighted in Figure 1.33 illustrates
automatic connectivity among various components of the entire design analysis.
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Figure 1.30 Continuous current at average winding temperature <180◦C and magnet
temperature <140◦C.
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Figure 1.31 Average winding temperature variation with speed at steady-state thermal
conditions.

To highlight the benefit of employing robust design analysis on electric machine
design, the manufacturing tolerances are considered on the IPM motor topology high-
lighted in Tables 1.7 and 1.8.

Identify Key Design Parameters
The stator slot design has been selected (as seen in Figure 1.34) with parallel tooth
configuration. Thus, only the top slot width (Bs2) varies while the bottom slot width
(Bs1) is kept at a constant ratio of Bs2/Bs1 = 1.6. The rotor outer diameter as shown
in Figure 1.34 will control the air-gap length, since the inner stator diameter (150 mm)
is structurally constrained. The outer stator diameter is also fixed (220 mm) due to
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Figure 1.32 Magnet temperature variation with speed at steady-state thermal conditions.
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housing and water jacket cooling configurations. Consequently, the stator slot height
is fixed (22 mm) to maintain sufficient stator back iron thickness. A whole-coiled
winding topology has been selected, as seen in Figure 1.35, with a fixed coil pitch
(5) and 7 strands per conductor in two parallel branches distribution. Due to the
minimum power density required to achieve the desired performance at base speed
and maximum speed, both the length (50 mm) and width (6 mm) of IPM are fixed.

First part of such study describes the relationship between the design variables
and the performance of the electric motor (Table 1.9) by using DOE, combined with
Response Surface (RS). The main purpose of combined DOE with RS is to identify
the relationship between the selected performance of the electric motor (P6 as aver-
age of electromagnetic torque and P7 as electromagnetic torque ripple) and the design
variables (stator slot opening, stator slot width, air-gap length and the thickness of
the IPM bridge). Practically, the design techniques are required to find the tolerance
margins of the design variables in order to satisfy the optimized performance of the
electric motor with certain confidence. Once the variation of the performance with
respect to the design variables is known, it becomes easy to understand and identify
all changes required to meet the requirements for the electric motor. For instance,
once the response surfaces are created, the information can be shared in easily under-
standable terms: curves, surfaces, sensitivities. They can be used at any time during
the development process without requiring additional simulations to test a new motor
design instance.

Design of Experiments and Response Surface Analysis
In a process of engineering design, it is very important to understand what and how
many input variables are contributing factors to the output parameters of interest. It
is a lengthy process before a conclusion can be made as to which input variables play
a role in influencing the output parameters. Designed experiments help revolutionize
the lengthy process of costly and time-consuming trial-and-error search to a powerful
and cost-effective statistical method.

A very simple designed experiment is screening design. In this design, a per-
mutation of lower and upper limits of each input variable is considered to study their
effect to the output parameters of interest. While this design is simple and popular in
industrial experimentations, it only provides a linear effect, if any, between the input
variables and the output parameters. Furthermore, effect of interaction of any two
input variables, if any, to the output parameters is not characterizable.

To compensate for the insufficiency of the screening design, it is enhanced
to include center point of each input variable in experimentations. The center point
of each input variable allows a quadratic effect, minimum or maximum inside
explored space, between input variables and output parameters to be identifiable,
if one exists. The enhancement is commonly known as response surface design to
provide quadratic response model of responses. The quadratic response model can
be calibrated using full factorial design (all combinations of each level of input
variable) with three or more levels. However, the full factorial designs generally
require more samples than necessary to accurately estimate model parameters. In
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Figure 1.33 ANSYS workflow on robust design analysis based on ANSYS Maxwell as
finite element analysis solution.

TABLE 1.7 IPM specifications

Performance specification Values

DC bus 400 V
Peak torque 330 Nm
Peak power 235 kW
Max speed 15,000 rpm
Base speed 7500 rpm
Continuous power at base speed 80 kW
Continuous torque at base speed 100 Nm

TABLE 1.8 IPM dimensions

Motor design details Values

Slots 48
Poles 8
Stator OD 220 mm
Stator axial length 150 mm
Axial laminated pack 150 mm
Stator and rotor steel M270-35A
Permanent magnets N38UH (Br = 1.05 T and

Hc = 360 kA/m at 70◦C)
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Figure 1.34 Electric motor design topology: (a) IPM 2D-cross section; (b) stator slot
dimensions; (c). IPM rotor dimensions.

Figure 1.35 A whole-coiled winding topology.

light of the deficiency, a statistical procedure is developed to devise much more effi-
cient experiment designs using three or five levels of each factor but not all com-
binations of levels, known as fractional factorial designs. In this study among these
fractional factorial designs, the most popular response surface designs known as Cen-
tral Composite Design (CCD) is used.

TABLE 1.9 Design parameters definition

Design variables
(Parameters) Description Initial values

P2 (Bs0) Stator slot opening (mm) 3
P3 (Bs2) Top stator slot width (mm) 7
P4 (OD) Rotor outer diameter (mm) 146
P5 (Rib) PM bridge (mm) 1
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TABLE 1.10 Design variable with lower and upper bounds

Design variables Lower bound (LB) Upper bound (UB)

P2 (BS0) (mm) 1 4
P3 (BS2) (mm) 6 8.5
P4 (OD) (mm) 146 148.5
P5 (RIB) (mm) 1 5

In fact, DOE is a technique used to determine the location of sampling points
and is included as part of the Response Surface and Six Sigma systems. There are sev-
eral versions of DOE available in engineering literature. These techniques all have one
common characteristic: they try to locate the sampling points such that the space of
random input parameters is explored in the most efficient way, or obtain the required
information with a minimum of sampling points. Sample points in efficient loca-
tions will not only reduce the required number of sampling points, but also increase
the accuracy of the response surface that is derived from the results of the sampling
points. By default, the deterministic method uses a CCD, which combines one center
point, the points along the axis of the input parameters, and the points determined by
a fractional factorial design.

The design variables selection is presented in Table 1.10 where for each vari-
able both lower bound and upper bound are identified. The computed minimum and
maximum for selected output parameters are shown in Table 1.11. Based on the CCD,
the DOE creates and solves only the design points presented in Figure 1.36.

This analysis generates the data required by Response Surface analysis. The
first result of Response Surface analysis, Goodness of Fit that shows how well the
Response Surface data prediction fits the expected results observed from design
points is illustrated in Figure 1.37. The Goodness of Fit summarizes the difference
between observed values and the values expected. In the current case study, it tests
whether two samples are drawn from identical distributions.

Figure 1.38 shows local sensitivity plot for all design variables with respect
to both output parameters. Important to mention is the positive sensitivity of stator
slot width (P3 design variable) with respect to ripple torque (P7) and negative sensi-
tivity with respect to average torque (P6). This analysis shows that with decreasing
stator slot width the average torque increases while torque ripple decreases. This is a

TABLE 1.11 Output parameters’ description

Output parameters Calculated minimum Calculated maximum

P6 average torque (Nm) 130.51 173.5
P7 torque ripple (%) 3.18 13.83
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Figure 1.36 Design of Experiments creates a reduced parametric table for further robust
design analysis.

critical observation when attempting to reduce torque ripple and increase average
torque in the same time. Similarly, the effect of slot opening (P2) has larger impact
(positive sensitivity) on torque ripple generation than average torque production (neg-
ative sensitivity). The air-gap length controlled by outer rotor diameter (P4) shows
positive sensitivity on both average torque and ripple torque predictions. This analy-
sis tremendously helps to decide appropriate design variables for further optimization
process.
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Figure 1.37 Goodness of Fit representation based on Response Surface analysis.
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Figure 1.38 Local sensitivities for selected design variables with respect to defined output
parameters.

Response Surface analysis builds 3D surface plots (Figure 1.39) illustrating
average torque and ripple torque variations as function of slot opening (P2) and
outer rotor diameter (P4) input design variables. Similarly, the 3D surface plots (Fig-
ure 1.40) show the surface variation of average torque and ripple torque, respectively
as function of stator slot width (P3) and outer rotor diameter (P4).

At this stage of Response Surface analysis if design optimization is employed,
one can further investigate the feasibility of the optimized design points with respect
to imposed constraints. A screening method is used to build a trade-off analysis using
2000 evaluations to represent the feasible design points as Pareto chart or trade-off
plot (Figure 1.41).

Pareto fronts search has been performed to investigate the feasible design points
for further statistical studies considering tolerances. In this case study, the two defined
goals are to reduce the ripple torque and increase the running torque. In such a case,
one goal may be realized at the expense of the other.

The trade-off plot shows the line along which no improvement in one param-
eter’s goal can be achieved without sacrificing the other (Pareto optimal). Pareto or
non-dominated set, is a group of solutions such that selecting any one of them in place
of another will always sacrifice quality for at least one objective, while improving at
least one other.

Among all feasible design points, the optimized design point has been selected
(Tables 1.12 and 1.13) by weighting the contribution of individual goals. In this study,
ripple torque assumes higher contribution to the optimized design decision-making
whereas running torque should be larger than 160 Nm.

Six Sigma Design
A Six Sigma analysis determines the extent to which uncertainties in the model affect
the results of an analysis. An uncertainty (or random quantity) is a parameter whose
value is impossible to determine at a given point in time (if it is time-dependent)
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Figure 1.39 Three-dimensional surface plots: output parameters versus input design
variables. (a) Average torque-P6 versus P2 and P4; (b) Ripple torque-P7 versus P2 and P4
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Figure 1.41 Pareto front search.

or at a given location (if it is location-dependent). There have been published some
significant works on motors and drives considering Six Sigma process [9–16].

A Six Sigma analysis uses statistical distribution functions (such as the Gaus-
sian, or normal distribution, the uniform distribution, lognormal, etc.) to describe
uncertain parameters. By means of simulations one can measure numerically pre-
dicting the performance of a device or product. To assess the quality of such perfor-
mance, Six Sigma analysis determines whether the design satisfies Six Sigma quality
criteria. In fact, Six Sigma analysis is a statistical analysis, which when applied to
a simulation generates a test of significance against the criteria of the device good
quality.

TABLE 1.12 Optimized design variables

Design variables Optimized value

P2 (BS0) (mm) 1.17
P3 (BS2) (mm) 6.08
P4 (OD) (mm) 148
P5 (RIB) (mm) 3.3

TABLE 1.13 Optimized motor design performance

Output parameters Optimized performance

P6 average torque (Nm) 170.58
P7 torque ripple (%) 5.2673



36 CHAPTER 1 BASICS OF ELECTRICAL MACHINES DESIGN AND MANUFACTURING TOLERANCES

In general, considering 𝜇 the mean of a large population with 𝜎 the population
standard deviation, x̄ the mean of a simple random sample of the population which
obeys normal distribution in order to apply the central limit theorem (CLT), one can
easily predict the margin errors (tolerances) estimating the population mean with cer-
tain confidence level. In this case, the confidence interval (CI) can be calculated by

x̄ ± z∗
𝜎√
N

, (1.11)

where N is the size of sample and z∗ is a parameter given by the selected confidence
level.

In statistics, the very well-known 68-95-99.7 rule provides with the confidence
levels in terms of probabilities of values that lie within a band around the mean in a
normal distribution with a width of two, four, or six standard deviations. The data out-
side of these intervals do not obey the quality criteria, in other words, for such design
variations the device or product fails to sustain the level of desired performances. For
example, if the confidence level of the desired quality is 99.7% then only 1−0.997 =
0.003 or almost 3000 parts out of every 1 million manufactured fail. Similarly, a prod-
uct has Six Sigma quality—with the confidence level as high as 99.99966%—if only
3.4 parts out of every 1 million manufactured fail. This quality definition is based
on the assumption that an output parameter relevant to the quality and performance
assessment follows a Gaussian (normal) distribution, as shown in Figure 1.42.

The main goal of this study is to assess the design fitness based on Six Sigma
analysis on selected electric motor topology. Considering the level of confidence as

99.7% of data are within:

– Three standard deviation of the mean –

95% of data are within:

– Two standard deviation of the mean –

68% of data are within:

– One standard deviation of the mean –

𝜇 – 3𝜎 𝜇 + 3𝜎𝜇 – 2𝜎 𝜇 + 2𝜎𝜇 – 𝜎 𝜇 + 𝜎𝜇

13.6% 13.6%

34.1% 34.1%

2.1% 2.1%

Figure 1.42 Normal distribution parameters and their graphical representation.
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99.7%, the confidence interval is 𝜇 ± 3𝜎. Assuming the mean of population as the
mean of individual simulations (sample) for each design variable, one can easily cal-
culate the individual simulation standard deviation as

𝜇 ± 3𝜎 = 𝜇 ± Δx ⋅ 𝜇 (1.12)

where Δx could be interpreted as the tolerance value for corresponding design vari-
able. Then one can assume

𝜎x =
Δx ⋅ 𝜇

3
(1.13)

where 𝜎x represents the standard deviation of individual samples.
In this study, the optimized IPM design topology is selected according to

Response Surface analysis. Based on this assumption, the design variables corre-
sponding to P2, P3, P4, and P5 are selected as baseline design variables that provide
with high torque profile and low ripple torque characteristic. Statistically, the values
of the Response Surface output parameters are considered to be the parameters of the
population. In such condition, these values are used to test the statistical significance
when Six Sigma analysis is performed. Although the design variable P4 that con-
trols air-gap length is set fixed at 148 mm providing with an air-gap length of 1 mm,
all other design variables are introduced assuming their nominal values obey normal
distribution with mean values corresponding to the optimized design point and stan-
dard deviations calculated based on tolerances as described in (1.13) and shown in
Table 1.14. Considering the tolerances of design variables as 3𝜎, one can calculate
the simulated design variables’ standard deviations at given uncertainty 10%, 5%,
and 1%, respectively. The uncertainty of design variable can change the performance
of the electric motor. The main goal is to use such design variable distribution to
estimate the variation band of the output parameters according to the uncertainty.

Based on this table, Six Sigma can combine different standard deviations for
individual design variables to control the variation band of the output parameters.
An iterative procedure might be applied using Six Sigma analysis to increase the
test of significance ensuring high quality design and in the same time to balance the
cost of generating such quality. At each iteration, these values are selected based on
sensitivity analysis which shows which design variable variation has more effect on
selected output parameters. The importance of such analysis relates very well to the
manufacturing tolerance process [17] providing with the level of confidence if the
electric motor will run at the targeted performance.

TABLE 1.14 Design variable tolerances

Design variables Mean value
STD. deviation at
10% uncertainty

STD. deviation at
5% uncertainty

STD. deviation at
1% uncertainty

P2 (BS0) (mm) 1.17 0.039 0.0195 0.0039
P3 (BS2) (mm) 6.08 0.203 0.101 0.0203
P5 (RIB) (mm) 3.3 0.11 0.055 0.011
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Figure 1.43 Running torque distribution on 10%-10%-10% design variable tolerances.
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Figure 1.44 Torque ripple distribution on 10%-10%-10% design variable tolerances.

If Six Sigma analysis is performed with a tolerance of 10% for all design vari-
ables (P2, P3, P5) based on 3𝜎 level (Table 1.15), the variation of individual output
parameters as statistical distribution is shown in Figures 1.43 and 1.44.

The distributions of running torque (which is the average torque of electric
motor at steady state) and torque ripple show following statistics:

TABLE 1.15 10%-10%-10% tolerances on design variables

10% tolerance on P2
10% tolerance on P3
10% tolerance on P5 Mean value Probability value

Running torque (Nm) 170.24 0.4874 (P > 170.58 Nm)
Ripple torque (%) 5.456 0.6025 (P < 5.2673%)
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In Table 1.15, “mean value” represents the mean for Six Sigma simulation
whereas “probability value” represents the probability which is a hypothesis testing
procedure based on the z-statistic. In this case study for given hypothesized popu-
lation mean, this is the probability that the sample mean would be greater or less
than the average of simulations statistically seen as observed data. In this context,
the probability will measure the acceptance levels that the value corresponding to
running torque will be greater than the optimized value of 170.58 Nm and the value
corresponding to torque ripple will be less than the optimized value of 5.2673%. As
an important note in these results there is no significant skewness (mean value prac-
tically is equal to median value). This observation is valid for entire study presented
in this section.

The probability value can be also evaluated using z-test computed as

z∗ = x̄ − 𝜇
𝜎
/√

N

(1.14)

Using (1.14), one can calculate the probabilities of higher or smaller values using the
standard normal distribution table as a P(z > z∗) for running torque and P(z < z∗) for
torque ripple.

According to this analysis, almost 60.25% of all designs will have torque ripple
values less than 5.2673%. Similarly, almost 48.74% of all designs will have running
torque values greater than 170.58 Nm. Since the running torque level of confidence
could use higher error margins, the main goal is to provide with higher sigma-level
confidence on ripple torque prediction.

In order to reduce scatter of the outputs, selection of design variables requires
smaller tolerances. To select the appropriate design variable, sensitivity analysis is
performed as shown in Figure 1.45.

This analysis shows that the design variable related to slot width (P3) has
major impact on both running torque and torque ripple. Basically, P3 design variable
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P6 ‐ Mean(Moving1.torque) P7 ‐ Ripple(Moving1.torque)

Figure 1.45 Sensitivity results for 10%-10%-10% design variable tolerances.
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Figure 1.46 Running torque distribution on 10%-10%-1% design variable tolerances.

exercises opposite sensitivities on running torque. Therefore, the shown positive
sensitivity illustrates that any decrease on slot width will generate a decrease in the
ripple torque value whereas highlighted negative sensitivity demonstrates that any
decrease on slot width will generate an increase in running torque value. This is
an excellent example to show sensitivity analysis when a design variable needs to
be selected for further optimization. In this study, practically a reduction of the slot
width value will increase the torque and reduce the torque ripple. Therefore, a lower
tolerance (1%) is considered for design variable P3.

Six Sigma analysis is then performed with a tolerance of 10% for design vari-
ables P2 and P5 and 1% tolerance for design variable P3 based on same 3𝜎 level.
Figures 1.46 and 1.47 illustrate the new distribution of running torque and torque
ripple characteristics.
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TABLE 1.16 10%-10%-1% tolerances on design variables

10% tolerance on P2
10% tolerance on P5
1% tolerance on P3 Mean value Probability value

Running torque (Nm) 170.39 0.4667 (P > 170.58 Nm)
Ripple torque (%) 5.207 0.9315 (P < 5.2673%)

These plots show a significant reduction of scatter of both distributions.
Table 1.16 presents the new mean value and probability results as numerical mea-
surement to accept the statistical hypothesis for both running torque and torque ripple
characteristics.

According to this analysis, almost 46.67% of all designs will have running
torque values greater than 170.58 Nm. As far ripple torque characteristic is concerned
the statistical test shows better level of significance. Almost 93.15% of all designs will
have torque ripple values less than 5.2673%.

The scatter of outputs centralizes around mean of the population defining
tighter tolerances for most sensitive parameters. Sensitivity analysis illustrated in Fig-
ure 1.48 shows further improvements if P5 (PM bridge) and P2 (slot opening) are
considered with lower tolerance. The results of new Six Sigma analysis are presented
in Table 1.17.
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Figure 1.48 Sensitivity results for 10%-10%-1% design variable tolerances.

TABLE 1.17 5%-5%-1% tolerances on design variables

5% tolerance on P2
5% tolerance on P5
1% tolerance on P3 Mean value Probability value

Running torque (Nm) 170.51 0.4411 (P > 170.58 Nm)
Ripple torque (%) 5.212 94.81 (P < 5.2673%)
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TABLE 1.18 5%-1%-1% tolerances on design variables

5% tolerance on P2
1% tolerance on P5
1% tolerance on P3 Mean value Probability value

Running torque (Nm) 170.54 0.3897 (P > 170.58 Nm)
Ripple torque (%) 5.22 0.9942 (P < 5.2673%)

Depending on targeted application, such analysis should always be a trade-off
between the quality of the design and the cost of manufacturing to maintain low tol-
erance values. From last Six Sigma simulation (as reported in Table 1.18), tightening
the tolerances on PM bridge dimension (P5) increases the probability of getting less
torque ripples with a trade-off on getting higher running torque with respect to pre-
vious Six Sigma analysis.
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CHAPTER 2
FEM-BASED ANALYSIS
TECHNIQUES FOR ELECTRICAL
MACHINE DESIGN

2.1 T–𝛀 FORMULATION

The T–Ω formulation is a very efficient formulation for solving eddy-current prob-
lems. The scalar potential Ω is represented by nodal shape functions in the entire
domain while the current vector potential T is represented by edge-based shape func-
tions restricted to only conducting regions.

To be more general, the magnetic field H can be further split into four compo-
nents and expressed as

H = Hp + T + ∇Ω +
∑

ikHk, (2.1)

where Hp is the source field component associated with all known current excitations,
ik is the unknown current in the voltage-driven coil k, and Hk is the field component
created by 1 A current flowing in the voltage-driven coil k and zero currents in all
others [1]. In equation (2.1), Hp is precalculated and serves as a particular solution of
∇×Hp = J. Unknown currents are to be determined by coupling with voltage balance
equations for all voltage-driven coils. A coil can be either a solid conductor with
induced eddy currents or stranded wires with uniformly distributed current density.

2.1.1 Basic Field Equations and Norton Nonlinear Iteration Form

The basic field equations are given as

⎧
⎪⎨⎪⎩

∇ × 1
𝜎
∇ × H + dB

dt
= 0

∇ ∙ B = 0
(2.2)
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For the sake of conciseness without loss of generality, the following derivation
in this section will not involve voltage excitation, circuit coupling, and rigid motion.
With transient T–Ω formulation, let us define

⎧
⎪⎨⎪⎩

F1 (Ω, T) = ∇ × 1
𝜎
∇ × H + dB

dt
F2 (Ω, T) = ∇ ∙ B

(2.3)

The corresponding Newton iteration forms are
{−F′k

1(𝜕T)

(
Tk+1 − Tk

)
− F′k

1(𝜕Ω)

(
Ωk+1 − Ωk

)
= Fk

1

−F′k
2(𝜕T)

(
Tk+1 − Tk

)
− F′k

2(𝜕Ω)

(
Ωk+1 − Ωk

)
= Fk

2

(2.4)

Taking the Frechet partial derivative of equation (2.3) yields

F′
1(𝜕T) = ∇ × 1

𝜎
∇ × () + d

dt
([𝜇̂]()) (2.5)

F′
1(𝜕Ω) =

d
dt

([𝜇̂]∇()) (2.6)

F′
2(𝜕T) = ∇ ∙ [𝜇̂](), (2.7)

F′
2(𝜕Ω) = ∇ ∙ [𝜇̂]∇() (2.8)

where tensor [𝜇̂] can be considered as an equivalent dynamic permeability and
defined by

[𝜇̂] = 𝜕B
𝜕H

=
⎡
⎢⎢⎢⎣

𝜕Bx∕𝜕Hx 𝜕Bx∕𝜕Hy 𝜕Bx∕𝜕Hz

𝜕By∕𝜕Hx 𝜕By∕𝜕Hy 𝜕By∕𝜕Hz

𝜕Bz∕𝜕Hx 𝜕Bz∕𝜕Hy 𝜕Bz∕𝜕Hz

⎤
⎥⎥⎥⎦

(2.9)

In the case of isotropic material, [𝜇̂] is expressed as [2]

[𝜇̂] =
⎡
⎢⎢⎢⎣

𝜇 0 0

0 𝜇 0

0 0 𝜇

⎤
⎥⎥⎥⎦
+ (𝜇′ − 𝜇) ⋅

⎡
⎢⎢⎢⎣

c2
x cxcy cxcz

cycx c2
y cycz

czcx czcy c2
z

⎤
⎥⎥⎥⎦

(2.10)

where 𝜇 = B/H, 𝜇′ = dB/dH, and

⎧
⎪⎨⎪⎩

cx = Hx∕H

cy = Hy∕H

cz = Hz∕H

(2.11)

with

⎧
⎪⎨⎪⎩

B =
√

B2
x + B2

y + B2
z

H =
√

H2
x + H2

y + H2
z

(2.12)
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It can be seen from equation (2.10) that the tensor [𝜇̂] has off-diagonal entries. It
is these off-diagonal elements that model the physics of the cross effects of magnetic
saturation.

Next, let Ω and T be approximated as
{

Ω = 𝛼̃Ω

T = t̃T
, (2.13)

where 𝛼̃ = [𝛼1, 𝛼2, ..., 𝛼n] and t̃ = [t1, t2, ..., tm] are scalar and vector basis functions,
respectively, defined locally over each element. Ω = [Ω1,Ω2, ...,Ωn]T are the values
of Ω at the mesh nodes and T = [T1, T2, ..., Tm]T are the values of T projected at the
mesh edges. Thus, the equation (2.4) becomes

F′k
1(𝜕T) t̃

(
Tk+1 − Tk) + F′k

1(𝜕Ω) 𝛼̃
(
Ωk+1 − Ωk) = −Fk

1, (2.14)

F′
2

k
(𝜕T) t̃

(
Tk+1 − Tk) + F′

2
k
(𝜕Ω) 𝛼̃

(
Ωk+1 − Ωk) = −Fk

2 (2.15)

By applying the Galerkin method and multiplying both sides of equation (2.14)
by t and equation (2.15) by 𝛼, and then integrating over the problem domain V, we
get

⎧
⎪⎨⎪⎩

J11

(
Tk+1 − Tk) + J12

(
Ωk+1 − Ωk) = R1

J21

(
Tk+1 − Tk

)
+ J22

(
Ωk+1 − Ωk) = R2

(2.16)

where J11, J12, J21, and J22 are the blocks of the Jacobian matrix

⎧
⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

J11 = ∫ t ⋅ F′k
1(𝜕T)t̃dV

J12 = ∫ t ⋅ F′k
1(𝜕Ω)𝛼̃ dV

J21 = ∫ 𝛼F′k
2(𝜕T)t̃ dV

J22 = ∫ 𝛼F′k
2(𝜕Ω)𝛼̃ dV

(2.17)

and R1 and R2 are the residual vectors

⎧
⎪⎨⎪⎩

R1 = − ∫ t ⋅ Fk
1 dV

R2 = − ∫ 𝛼 Fk
2 dV

(2.18)

To consider the material property variations within the element, Gauss quadra-
ture numerical integration is adopted to evaluate the integrals in equations (2.17) and
(2.18).
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2.1.2 Strategies for Accelerating Nonlinear Convergence

The Newton–Raphson technique for the solution of nonlinear problems in finite ele-
ment analysis (FEA) has been widely accepted due to its quadratic convergence char-
acteristics [3]. However, for highly nonlinear problems, the Newton sequence with an
arbitrary initial guess may converge at a very slow rate, or oscillate, or even diverge.
It is also known that convergence is more difficult with the magnetic scalar potential
than with magnetic vector potential [4]. Hence, under-relaxation is commonly used
to improve convergence. If an optimum relaxation factor, which minimizes the total
square of the 2-norm of the residual obtained from the finite element discretization
is introduced at each step of nonlinear iteration, a convergent solution can always be
obtained using a linear search algorithm [5, 6]. However, it may take a very long time
to find optimum relaxation factor because a large number of repeated evaluations for
the residual are required.

In addition, it is understandable that the use of the optimum relaxation factor
does not guarantee fast convergence and good efficiency because the “optimum” is
only in the global sense and thus may not be suitable for some of the elements. This
may lead to poor local convergence due to large overshoot correction or possible
oscillation. It was observed that even with only a few such “bad” elements, there was a
significant impact on the convergence rate of the Newton sequence, particularly in the
case of coarse mesh and large field gradient in nonlinear materials. This undesirable
local convergence behavior may also have a significant impact on solution accuracy,
such as in the case of considering induced eddy current in the nonlinear region. In
such a case, a poorly converged solution in those “bad” elements can directly produce
unphysical eddy current, and during a transient analysis, the numerical errors will
propagate and accumulate with time.

To this end, a scheme was proposed to efficiently find the optimum relaxation
factor for improving global convergence performance. Further, to address the local
convergence issue, a local damping scheme is introduced [7]. This scheme damps
the updating of the nonlinear material property for a small portion of elements that
exhibit the largest changes in the equivalent dynamic permeability.

The nonlinearity in the obtained system of equation (2.16) arises from the fact
that the entries of the obtained global Jacobian matrix and the residual vector are
functions of the permeability or the equivalent dynamic permeability assigned to each
nonlinear element. These elemental permeabilities are functions of the unknowns to
be solved. Therefore, an iterative process is necessary. Figure 2.1 shows the flowchart
of the Newton–Raphson iteration scheme. When the relaxation factor 𝛼 is equal to
unity, Figure 2.1 represents the ordinary Newton–Raphson method. Under-relaxation
is commonly used to achieve convergence or to improve the convergence rate. As the
nonlinear iteration converges, the residual for each unknown should approach zero.
Therefore, the optimal under-relaxation factor is the one which minimizes the square
of the 2-norm of the residual (||R||2)2 with each iteration.

The search for the optimal relaxation factor would normally require significant
computation time since large number of repeated evaluations of the residual func-
tion may be required. In order to reduce computation time, the following searching
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Figure 2.1 Flowchart of Newton–Raphson iteration sequence with the use of
under-relaxation factor.

algorithm for the optimal under-relaxation factor is proposed: let the relaxation factor
𝛼 (between 1 and 0) be equally sampled with step of 0.2 as shown in Figure 2.2. Here,
𝛼 = 0 corresponds to the previous Newton iteration solution and 𝛼 = 1 corresponds
to the ordinary nonlinear Newton iteration scheme. The residuals at these two values
of 𝛼 are already available as part of the regular solution process. Thus, the evaluation
of the residual functions can start from 𝛼 = 0.8. For each sampled value of 𝛼, after
the solution candidate is obtained, we compute the H field, update the permeability,
and compute the residual. If the current residual is smaller than the previous residual,
we continue to the next value of 𝛼. If the current residual is greater, we use the
current and the previous two values of 𝛼 to construct a quadratic polynomial and find
the optimal under-relaxation factor associated with the minimum residual value. A
special case occurs when the residual at 𝛼 = 0.8 is greater than that at 𝛼 = 1. In such
a case, 𝛼opt can be simply chosen as 1. If for 𝛼 = 0.2, the corresponding computed
residual value still does not increase, the sub-region of 𝛼 between 0.2 and 0 is further
sub-divided with a step of 0.05 and the search is continued.

In order to improve efficiency, a large step size of 0.2 is used in the above
algorithm. This has the added advantage of making the algorithm less sensitive to
local minimum. However, the large step size may lead to a large error in the computed
optimal under-relaxation factor. To address this, we can insert two additional 𝛼 points
in between the above obtained three points and compute corresponding residuals.
This will effectively reduce the step size to 0.1 and the optimal under-relaxation factor
will be determined based on the appropriately selected set of three points: the point
with the smallest residual and two neighboring points on each side.
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Figure 2.2 Search for the optimal under-relaxation factor.

As mentioned above, the use of the optimum relaxation factor does not nec-
essarily guarantee fast convergence and good efficiency because the “optimum” is
measured only in the global sense and some elements may still have poor local con-
vergence. To improve convergence for such cases, a local damping factor 𝛽 is intro-
duced to damp the updating of the equivalent dynamic permeability tensor in the
process of computing the Jacobian matrix

[𝜇̂]k+1
actual = [𝜇̂]k + 𝛽

(
[𝜇̂]k+1 − [𝜇̂]k) (2.19)

It should be emphasized that this modification should be applied to only a very
small percentage of elements (less than 1% of total nonlinear elements) with the high-
est rate of change in the equivalent dynamic permeability tensor. The small percentage
ensures that the convergence rate and the efficiency of Newton–Raphson approach
will not be adversely affected. In our investigation with many test cases, we have
arrived at the following empirical formula for determining n, the number of elements
to be damped

n =

{
3 ⋅ ln

(
Ne∕n0

)
when Ne > n0

0 when Ne ≤ n0

, (2.20)

where Ne is the total number of nonlinear elements in the solved domain and n0 is
the nonlinear element size threshold. The local damping algorithm is only applied if
the element size is greater than this threshold. Our investigation has shown that n0 =
500 is a reasonable choice.
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For the local damping process, the first step is to identify the n elements with
the highest change rate ke out of the entire set of nonlinear elements, where ke is
determined by

ke = max
⎛
⎜⎜⎝

|||𝜇̂
k+1
11 − 𝜇̂11k

|||
𝜇̂11k

,

|||𝜇̂
k+1
22 − 𝜇̂22k

|||
𝜇̂22k

,

|||𝜇̂
k+1
33 − 𝜇̂33k

|||
𝜇̂33k

⎞
⎟⎟⎠

(2.21)

Next, the smallest ke in the list is considered to be the reference damping rate
kref. The ratio of the reference rate to the actual rate for each of the n elements is then
computed as

k𝜇 =
kref

ke
(2.22)

Finally, the damping factor for each of the n elements is determined by

𝛽 = 0.35 + 1.5e−1∕k𝜇 (2.23)

The value of the local damping factor computed from equation (2.23) is approx-
imately between 0.35 and 0.9. The lower bound is used to avoid over damping for
k𝜇 less than 0.35; the upper bound is applied to prevent altering of the convergence
property of the Newton–Raphson method due to a trivial modification. In fact, for
any element with k𝜇 ≥ 0.9, the local damping step can be simply skipped.

2.1.3 Challenges—Multiply Connected Domains

As discussed above, T--Ω formulation is a very efficient formulation for solving eddy-
current problems. But when the conducting regions contain holes, the non-conducting
region becomes multiply connected and the scalar potential may become multivalued.
The topic of treating multiply connected regions has drawn considerable attention
[8–10]. One way is to fill the holes by fake conductors of very low conductivity.
Another approach is to create a surface cut with a potential jump equal to the total
current in the coil [8]. It is also possible to treat multiply connected regions based
on manually identifying each conduction path for every hole and terminal [9, 11].
More efficiently, the tree-co-tree technique can be applied to make multiply connected
regions simply connected for both the source field computation [12] and the eddy-
current computation [10, 13] (More rigorously, the requirement of domains being
simply connected can be relaxed to being loop-free because simply connected regions
are loop-free, but not all loop-free regions are simply connected [14]. Here, we still
use the common phrase “simply connected”.)

When 3D transient solutions take rigid motion into account, new challenge
is presented in handling multiply connected regions. This is due to the use of non-
conforming meshes in coupling two independent meshes at each time step. Another
difficulty is related to the support of periodic boundary conditions. In [15], the auto-
matic cut generation algorithm described in [14] is generalized for 3D transient solu-
tions including rigid motion.
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Concept of Cutting Domains
In our study, domain R contains a conducting region RC with eddy currents and an
excitation coil region RS. Normally, both conducting region RC and excitation coil
region RS contain holes. For the sake of simplicity, let HS represent excitation fields
Hp and Hk as expressed in equation (2.1). HS has to be constructed in a simply con-
nected region denoted as RSΣwhich is composed of RS and the cutting domain RΣ0.
RΣ0 is one layer of elements filling all of the excitation coil holes so that the boundary
condition n × HS = 0 can be imposed on 𝜕RSΣ without violating Ampere’s law. In
the cutting domain RΣ0, the condition ∇ × HS = 0 is strongly imposed by setting the
line integral of HS to zero on the tree edges and assigning to each co-tree edge the
total current enclosed by the loop generated by this co-tree edge together with corre-
sponding tree edges. All the loop integrals of HS associated with every co-tree edge
outside 𝜕RSΣ are zero. Thus, an efficient cutting domain is the one that forces HS to
be zero on as many co-tree edges as possible.

Similarly, the current vector potential T has to be applied in a simply connected
region RCΣ that includes both the conducting region RC and the cutting domains RΣi,
i = 1, 2, …, n, where n is the number of holes. The current vector potential T on
the cutting domains has the property of modeling a zero curl field that cannot be
expressed as the gradient of the scalar potential Ω. To assure a single-valued scalar
potential, the line integral of T along an edge inside RΣi, which is part of a non-
contractible loop, should be equal to the induced eddy current enclosed by the loop.
There is one degree of freedom of T for each cutting domain RΣi,. If any conductor
happens to be an excitation coil, the corresponding degree of freedom must be set
to zero because the source field HS has satisfied the Ampere’s law and T only redis-
tributes the current. In such special cases, the generation of cuts can be avoided [10].

Automatic Cutting Domain Creation
The automatic generation of cuts is based on the automatic identification of edges for
every element. If an edge is the third side of a triangle whose other two sides have
been identified, this third edge will be identified and close the three-edge loop of the
triangle. Otherwise, there are two cases to consider. If there is a path of previously
identified edges connecting one end of the edge to the other, this edge cannot be iden-
tified since this would form a closed path which might violate Ampere’s law. On the
other hand, if there is no such connecting path, the edge can be safely identified. If all
three edges of a triangle have been identified, the triangle becomes single connected.
This identification process can be implemented using the scheme below [14].

Start by giving every mesh node a label with the initial value “0,” and also
introduce a loop index initialized to zero (loop_index = 0). Then go through each
triangle according to the following rules:

a. If both nodes of an edge are labeled “0,” the edge can be identified and a new
loop starts with loop_index = loop_index+1 and both nodes are labeled with
the index of the loop;

b. If one node is labeled “0” and the other is not, give the node labeled “0” the
same label as the other node and the edge is identified;
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c. If two nodes have different labels but neither of them is “0,” the two nodes
have been in two different loops. The two loops can be connected together by
relabeling all nodes on loop 2 with the same label on node 1 and the edge will
be identified;

d. If two nodes have the same label, but not “0” and the edge has not been identi-
fied, then the edge can only be identified if the other two edges of the triangle
have been identified.

Go through the triangle list repeatedly using the rules (a)–(d) until there is no
additional edge to be identified when going through the full triangle list.

Now let us look at how the above scheme is applied to the automatic generation
of cutting domains. For the sake of clarity, the following discussion takes current vec-
tor potential T as the example. In a bounded region R that is the union of conducting
region RC and non-conducting region Rn, we search for a maximum set of tetrahe-
drons Rm in Rn such that the set Rm is simply connected instead of detecting the holes
and looking directly for the cutting domains. By saying maximum, we mean that
the domain Rm becomes multiply connected by adding any additional tetrahedron
to the set Rm. Once such a set is determined, the remaining tetrahedrons in Rn form
the cutting domain RΣ (=Rn\Rm). Such a cutting domain is not unique but works for
our purpose. The procedure for generating cutting domains consists of two steps.

Step 1. Make surface cuts on the surface of conducting regions. Scan all tri-
angles on the conductor surfaces and for each triangle examine whether each edge
can be identified or not according to the rules above. A triangle with all three edges
identified is added to the set of singly connected surfaces. This scanning process is
repeated until there are no more triangles to be added. The rest of the triangles that
do not belong to the set of singly connected surfaces create surface cuts Σi on the
conductor surfaces.

Step 2. Extend the surface cuts to the non-conducting region. Scan all the tetra-
hedrons in the non-conducting region Rn. Start from tetrahedrons with a singly con-
nected triangle on the conductor surfaces. For each tetrahedron, examine each trian-
gle by identifying the edges according to the rules above. If all four triangle faces are
singly connected, we add this tetrahedron to the set of singly connected domain. For
the selection order of the tetrahedrons, select with priority from tetrahedrons with one
or more neighboring tetrahedrons having been included in the set of singly connected
domain. This scanning process is repeated over and over until no more tetrahedrons
are to be added. Finally, the remaining tetrahedrons that are not included in the singly
connected domain form the desired cutting domains RΣ.

To find cutting domains in periodic multiply connected domains with matching
(master and slave) boundaries, we need to ensure that the trace of cutting domains on
a slave boundary is the same as the traces on the corresponding master boundary. A
convenient and reliable approach is: whenever an edge on master or slave boundary
is identified, the corresponding slave or master edge is also marked as identified by
assigning the same index number to the nodes of the edge. Similarly, both master and
slave edges are also marked at the same time with the identical label and edge value
with appropriate sign depending on full periodic or anti-periodic boundary condition.
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The same scheme is also applied to the identification of triangles on matching bound-
aries. As a result, the connectivity and identified traces of cutting edges on the slave
boundary are always identical to the one on the master boundary.

Mesh Coupling Due to Motion
When motion is involved, two independent sets of surface meshes must be cou-
pled together after an arbitrary displacement of the moving part. The coupling of
the meshes between the moving parts and the stationary parts is handled by either the
sliding surface method or the moving band method depending on the motion type. For
the sliding surface method, the stationary and moving meshes are coupled together
along the sliding interface of two coupling (master and slave) surfaces. For the mov-
ing band method, an additional band region is used to separate the stationary and
moving parts and only the mesh in the band region is recreated at each time step. To
achieve maximum flexibility and good discretization quality, non-conforming meshes
are used for the coupling in both cases. This means that the scalar potential Ω at each
node, the vector source field Hp, and current vector potential T at each edge on the
slave surface have to be mapped onto the master surface to eliminate all unknowns on
the slave surface. Finding a general algorithm for mapping node-based scalar poten-
tial unknowns should not be too difficult. In the case of mapping vector unknowns,
however, the process of splitting slave edge variables with respect to the trace of the
master mesh while preserving the valid cutting domains is not impossible but very
complicated.

To overcome this difficulty, a separation technique can be applied to confine
the generation of every cutting domain to either the stationary region or the moving
region without crossing the sliding interface [14]. The physical basis of this scheme
assumes that each excitation coil and each eddy-current-induced conductor either
entirely resides on the stationary part or entirely resides on the moving part but not
on both. This means that the sum of the source or eddy currents enclosed by the
sliding interface or the band is zero. This assumption is always true for practical
problems. As a result, the process of splitting slave edges with respect to the trace of
the master mesh for mapping edge-based vector potentials is completely eliminated
and only the node-based scalar potential is involved. This separation scheme also has
significant computational advantages for voltage-driven sources because it makes the
non-zero support of each cutting domain much smaller and the equation system much
sparser due to the support of current vector potential T being considerably reduced.
In addition, the source field computation and cutting domain generation need to be
done only once at the beginning of the entire transient simulation.

However, the generation of cutting domain is an automatic and random process,
and the cutting edges may lay on or even spread across the sliding interface, which
leads to the failure of cutting domain generation. To this end, we need to develop an
algorithm to ensure that the generation of every cutting domain will reside on either
the stationary region or on the moving region without crossing the sliding interface
so that cutting edges will not lay on or spread across the sliding interface. The work
reported in [15] proposed an algorithm that is able to guarantee that the generation of
every cutting domain associated with both the source component HS and the current
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vector potential T will reside on either the stationary region or on the moving region
without crossing the sliding interface. This makes T--Ω formulation very efficient,
reliable, and practical for the transient electromagnetic modeling with rigid motion.

Application Examples
The first example is a 3.7 kW, 8-pole three-phase induction motor. The motor has 48
stator slots and 44 rotor bars. Its Δ-connected three-phase winding is energized by
380 V at 50 Hz. Taking advantage of the periodic boundary condition, only two poles
are modeled. The rotor cage with induced eddy current leads to a multiply connected
domain. The developed algorithm has automatically and successfully confined the T
cutting domain associated with cage to rotor and HS cutting domain associated with
three-phase windings to the stator even though both cage and three-phase windings
are very close to the coupling surfaces. Figure 2.3 gives a flavor of what the auto-
matically created cut domain looks like for one-phase winding. For the cage, 11 cuts
associated with 11 holes are automatically identified even though one hole is cut into
two halves in the axial direction. Figure 2.4 is the vector arrow plot of the induced
eddy current at t = 0.004 s. Figure 2.5 shows B plot in stator, the induced eddy current
in the bar and source current in the windings at t = 0.0132 s.

The second example is a 538 kW, 6-pole three-phase synchronous motor. This
motor has 72 stator slots. Its Y-connected three-phase winding is energized by 400
line-to-line volts at 50 Hz. The damper (cage) will induce eddy current. As expected,

Figure 2.3 One-phase winding and its cutting domain.
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Figure 2.4 Induced eddy currents in the bar at t = 0.004 s.

both T cutting domain associated with the rotor damper and HS cutting domain asso-
ciated with three-phase windings on the stator and the excitation winding on the rotor
are correctly created without crossing the coupling surfaces. For the cage, 7 cuts asso-
ciated with 7 holes are identified automatically. Figure 2.6 shows the vector arrow plot
of the induced eddy current at t = 0.0088 s. Figure 2.7 shows B plot in both stator
and rotor, the induced eddy currents in the bar and source currents in the windings at
t = 0.0464 s.

2.2 FIELD-CIRCUIT COUPLING

There exist two basic approaches to couple FEA with circuit simulation. One is the
direct coupling approach [16–18] where the field and circuit equations are coupled
directly together and solved simultaneously. The other approach is co-simulation by
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Figure 2.5 Flux density plot in the stator, induced eddy current plot in the bar, and the
source currents in the windings at t = 0.0132 s.
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Figure 2.6 Induced eddy currents in the bar at t = 0.0088 s.
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Figure 2.7 Flux density plot in the stator and rotor, induced eddy current plot in the bar and
the source currents in the windings at t = 0.0464 s.

indirect coupling, where the FEA and circuit simulator are treated as separate systems
in a time-stepping process, while they exchange coupling coefficients in each step
[19, 20]. Indirect coupling becomes attractive when the time constants in the field
domain and in the circuit domain differ significantly from each other. It also makes the
development of individual simulators more efficient and easier to use by the experts
in the different fields.

A common mechanism for indirect coupling is to use sources as coupling coef-
ficients, where the field simulator uses the voltages across coupling windings as input
and winding currents as output, while the circuit simulator uses the currents of cou-
pling windings as input and winding voltages as output [21]. This approach provides
the possibility of system level simulation. However, forcing coupling sources to be
constant during a time step introduces potential convergence problems unless a very
small time step is used. In addition, constant coupling current source may fail to
model load commutation when a diode is directly connected to a winding. This may
lead to an unphysical oscillation of the winding current or even to incorrectly keeping
a diode in a permanent off state, if initial winding current is zero.

In this section, an indirect approach with parameter coupling is introduced
[22]. In this approach, the FEA simulator provides the circuit simulator with lumped
field parameters for every coupling winding, and the circuit simulator feeds back the
Thevenin equivalent parameters to the FEA simulator, instead of forwarding voltages
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and currents between the two simulators. In this way, both FEA and circuit simulators
can work independently. Since winding currents and voltages are both free to change
across coupled windings in both the FEA and circuit simulators at each time step,
the solution is more accurate and stable, and therefore, it may not require an iteration
between the FEA and circuit simulators.

2.2.1 Circuit Parameter Extraction

Assume the discrete field equation with voltage-driven windings is finally expressed
as [

S11 S1w

ST
1w Sww

]
⋅

[
X

Iw

]
=

[
Y

Vw

]
, (2.24)

where S is the stiffness matrix, X represents all edge unknowns associated with elec-
tric vector potential T and node unknowns associated with magnetic scalar potential
Ω, Iw depicts the currents of all voltage-driven windings w, Vw denotes all voltage-
driven excitations, and Y relates to the contribution of all other excitations. When all
voltage-driven windings are excited independently, Vw is known, and equation (2.24)
can be solved directly.

For multiphase, such as three-phase, Y-connected windings, even though the
voltage source can be expressed independently for each winding, since the common
node of windings is not connected with that of the voltage sources, the voltage dif-
ference between the two common nodes may not be zero, therefore, Vw in equation
(2.24) is unknown. In such a case, a branch-to-loop transformation can be used to
transfer the branch currents Iw to loop currents Il, and equation (2.24) becomes

[
S11 S1wBT

f

Bf ST
1w Sll

]
⋅

[
X

Il

]
=

[
Y

Vls

]
, (2.25)

where Bf is the branch-to-loop transformation matrix, and
{

Sll = Bf SwwBT
f

Vls = Bf Vw

(2.26)

After equation (2.25) is solved, the branch (winding) currents can be obtained
from

Iw = BT
f Il. (2.27)

Equation (2.25) can be regarded as a general format because equation (2.24) is
actually a special case of equation (2.25) when Bf is an identity matrix.

For the winding set w, if voltage sources are not directly applied across winding
terminals, instead, they are indirectly applied to windings via a complicatedly con-
nected circuit, the winding terminal voltages are unknown. In such a case, Vls and Sll,
together with the branch-to-loop transformation matrix Bf, must be provided by the
circuit simulator.
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For any component in the circuit, the discrete format of branch voltage equation
can be generalized as

rb(ib + ibs) = vb + vbs, (2.28)

where rb is the branch equivalent resistance, ibs and vbs are the branch equivalent
current and voltage sources, respectively, and ib is the branch current and vb is the
branch terminal voltage. The branch equivalent sources may be obtained directly from
the excitation, and/or derived from the initial condition, and/or from the intercept of
a load line tangent to the nonlinear characteristic.

All branch voltage equations in the circuit can be expressed in the matrix form,
and coupled with the field equation (2.24) as

⎡
⎢⎢⎢⎣

S11 S1w 0

ST
1w Sww 0

0 0 Sbb

⎤
⎥⎥⎥⎦
⋅

⎡
⎢⎢⎢⎣

X

Iw

Ib + Ibs

⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣

Y

Vw

Vb + Vbs

⎤
⎥⎥⎥⎦

(2.29)

If the winding branch set w and the circuit branch set b are combined as total
branch set B, equation (2.29) can be rewritten as

[
S11 S1B

ST
1B SBB

]
⋅

[
X

IB + IBs

]
=

[
Y

VB + IBs

]
(2.30)

In equation (2.30), VB is unknown, and it must be eliminated by applying Kirch-
hoff’s current and voltage laws. There are two algorithms in circuit analysis, one is
called nodal analysis and the other is called loop analysis.

Nodal Analysis
By introducing branch-to-node transformation matrix A, the branch voltages VB can
be obtained from the nodal voltages VN as

VB = ATVN (2.31)

and the Kirchhoff’s Current Law (KCL) is expressed as

AIB = 0 (2.32)

Combining equations (2.30) –(2.32) to eliminate VB, we obtain
[

S11 + S′11 S1BS−1
BBAT

AS−1
BBST

1B AS−1
BBAT

]
⋅

[
X

VN

]
=

[
Y

INs

]
, (2.33)

where {
S′11 = S1BS−1

BBST
1B = S1wS−1

wwST
1w

INs = A(S−1
BBVBs − IBs)

(2.34)

Nodal analysis obtains nodal voltages of the circuit based on equation (2.33),
from which branch voltages are obtained by equation (2.31). To solve equation (2.33),
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we need to modify field stiffness matrix S11 (adding S′11 to S11), which is very costly
due to its large size.

Loop Analysis
Introducing branch-to-loop transformation matrix B, we get the branch currents IB
from the loop currents IL as

IB = BTIL (2.35)

The Kirchhoff’s Voltage Law (KVL) is expressed as

BVB = 0 (2.36)

Eliminating VB in equation (2.30) based on equations (2.35) –(2.36), we get
[

S11 S1BBT

BST
1B SLL

]
⋅

[
X

IL

]
=

[
Y

VLs

]
, (2.37)

where {
SLL = BSBBBT

VLs = B(VBs − SBBIBs)
(2.38)

Loop analysis solves loop currents of the circuit, from which branch current
can be obtained by equation (2.35). Comparing equations (2.37) and (2.33), we find
that using the loop analysis is much more convenient than using the nodal analysis
because we do not need to modify field stiffness matrix S11, and the expressions for
other matrix components are simple. Therefore, loop analysis is employed in our
coupling approach.

Thevenin Equivalent Parameters
In equation (2.37), the size of SLL is L × L, where L is the number of total loops.
This size may be very large, depending on the circuit. Using Thevenin equivalent
parameters, this size can be significantly reduced.

From equation (2.37), we can write the circuit equation as

BST
1BX + SLLIL = VLs (2.39)

As has been described above, the total branch set B consists of winding branch
subset w and circuit branch subset b. Comparing equations (2.29) and (2.30), we
have

S1B =
[

S1w 0
]

(2.40)

If we decompose the total loop set L into two loop subsets, that is winding loop
subset l and circuit loop subset c, we have

B =

[
Blw Blb

Bcw Bcb

]
(2.41)
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If we define all circuit loops in such a rule that: a winding loop current may
go through some circuit branches, but all circuit loop currents will not go through a
winding branch, then we have Bcw = 0.

Now, equation (2.39) can be rewritten as

[
Blw Blb

0 Bcb

][
ST

1w

0

]
X +

[
S′ll Slc

ST
lc Scc

][
Il

Ic

]
=

[
V ′

ls

Vcs

]
(2.42)

Eliminating Ic in equation (2.42), we get

BlwST
1wX + (S′ll − SlcS−1

cc ST
lc)Il = V′

ls − SlcS−1
cc Vcs (2.43)

Considering Blw is actually the same as Bf in equation (2.25), and combining
equation (2.43) with the FEA equation in (2.37), we obtain

[
S11 S1wBT

f

Bf ST
1w Sll

]
⋅

[
X

Il

]
=

[
Y

Vls

]
(2.44)

where
{

Sll = S′ll − SlcS−1
cc ST

lc

Vls = V′
ls − SlcS−1

cc Vcs

(2.45)

Equation (2.44) has the same form as equation (2.25), but parameters are given
by equation (2.45), which are actually the Thevenin equivalent parameters.

2.2.2 Field Parameter Extraction

On the finite element side, let the winding flux linkage 𝜆 be split into two components.
One is Li, produced by coupling branch currents through the winding inductances.
The other is internal flux linkage, 𝜓 , produced by other sources, such as permanent
magnets, other windings not connected to the coupling nodes, and induced eddy cur-
rents. Thus, the induced terminal voltage can be expressed as

et =
d𝜆
dt

= d(Li)
dt

+ d𝜓
dt

= L1
Δi
Δt

+ i0
ΔL
Δt

+ d𝜓
dt

(2.46)

This can also be written as

et = L1
di
dt

+
(L1i0 + 𝜓1) − (L0i0 + 𝜓0)

Δt

= L1
di
dt

+
𝜆′1 − 𝜆0

Δt
= L1

di
dt

+ ei (2.47)
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where

ei =
𝜆′1 − 𝜆0

Δt
(2.48)

with Δt = t1 – t0.
Subscripts “1” and “0” stand for the current time point and the previous time

point, respectively, and ei is the induced internal voltage due to permanent magnet,
motion, eddy current, the excitation of other windings not connected to the coupling
circuit and the contribution from dL/dt. 𝜆′1 in equation (2.48) is derived under the
same conditions as 𝜆1, except replacing the excitation of each coupling winding by
current source with the values at previous time point. Note that the eddy effects
due to the change in the winding currents have been accounted for in the equiva-
lent inductance. The eddy effects due to other factors, such as motion, magnet, and
other internal sources are accounted for in the induced internal voltage ei. Thus, the
Thevenin equivalent of windings can be represented by an inductance L in series with
an internal voltage ei. In addition, R is used to represent either the stranded winding
resistance or the solid-conductor winding resistance which is derived from the field
solutions.

After FEA at each time step, the FEA system’s coefficient matrix is frozen,
which is equal to freezing the permeability of each element. In this way, the flux den-
sity distribution corresponding to each individual excitation can be solved separately
based on the superposition principle for linear field problems. In 3D analysis using a
T–Ω formulation, the flux linkage in winding k caused by the distributed flux density
B is derived from [18]

𝜆k = ∭Rk

Hk∙ B dR, (2.49)

where Hk is the field corresponding to 1 A current in winding k. Note that Hk is just
a distributed vector coefficient, it does not really contribute to B distribution.

In equation (2.49), if B is created by an individual excitation of 1 A current in
winding j (individual excitation means all other excitations including PMs are zero),
the computed flux linkage in winding k is actually the mutual inductance between
windings j and k. In this way, all self and mutual inductances in the inductance matrix
can be computed. If B is created by such excitations that all windings connected to
the coupling circuit are injected with the currents at the previous time point and all
other excitations keep the values of the current time point, the computed flux linkage
is 𝜆′1 based on which the internal voltage of winding k can be derived from equation
(2.48). Then, if currents of all windings connected to the coupling circuit are replaced
by the values at the current time point, the computed flux linkage is 𝜆1 which can be
stored for internal voltage computation in next time step.

After field parameters have been extracted in FEA, field simulator will pass all
these parameters, together with solved currents of the current time point and other
necessary information such as time step and rotor position, to circuit simulator. The
circuit simulator will inject all winding currents into the circuit, which has been frozen
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based on the previous circuit solution, to update all branch voltages/currents and
output all specified voltage/current data at the current time point. Then, the circuit
simulator will predict the circuit solution at the next time point (assuming all field
parameters keep constant in this time step), freeze the circuit, and feed the predicted
Thevenin equivalent parameters for the next time point back to the field simulator.
This process will continue step by step until the stop time is reached.

2.2.3 Adaptive Time Step

In order not to increase the computation time caused by field-circuit coupling, the
circuit simulator will use the same time step as FEA, ΔT in default. However, if some
cases happen which may cause sudden changes in current and/or voltage waveforms,
such as ON/OFF status change of a switch or diode, during this time step, the circuit
simulator will reduce the time step toΔt to avoid such changes happen within the time
step. This reduced time step will be fed back to the field simulator, and the transient
field is solved with the reduced time step. In this way, the circuit ON/OFF status
changes will be caught even though the originally specified time step in FEA ΔT is
quite large.

Assume the specified minimum circuit time step is Δtmin, following rules are
applied to adaptively change the time step:

a. If the previous time step is reduced based on the ON/OFF time interface, let
Δt = Δtmin, change the ON/OFF status for the related component, and skip the
following steps;

b. For each voltage or current source, if the waveform is PULSE (pulse wave) or
PWL (piecewise linear), each corner point is a must-run time point. If there
exist any must-run time points in all voltage and current sources, reduce the
time step based on the earliest must-run time point;

c. In this reduced time step Δt, if the ON/OFF status of the end time point is
different with that of the start time point for all switches and diodes, find the
earliest ON/OFF time interface using the binary search, update the reduce time
step Δt, and keep status unchanged for all components in this time step;

d. If Δt < Δtmin, let Δt = Δtmin.

As an application example, a 4-pole three-phase spindle motor is simulated. As
shown in Figure 2.8, the stator is fed by a DC–AC inverter and the rotor is excited by
permanent magnets. The chopped-current control through controlled switches T1–T6
maintains stator currents within the hysteresis band 8 ± 1 A as shown in Figure 2.9.
This example demonstrates the effectiveness of the adaptive time-stepping algorithm,
which allows the default FE time step to be set to a very large 0.001 s. However,
once switching is detected, the FE time step is automatically reduced. The dots on
the curves represent every computation instant with reduced minimum time step 2 ×
10−5 s.
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Figure 2.8 Spindle motor fed by inverter with chopped-current control.

2.2.4 Brush-Commutation Model for DC Machines

With the field-circuit coupling approach, it is quite convenient to develop some ded-
icated components for electric machine applications. The circuit brush-commutation
model can be one good example of such dedicated components.

Commutation phenomena present a challenging problem in modeling the
performance of brush-commutation machines such as DC machines and universal
motors. Some field-circuit coupling approaches were developed in [23–26] to simu-
late commutation behavior. Reference [23] models commutation using an alternative
polarity index as a function of position, and couples the commutation equations
with transient FEA. In this approach, designers must define polarity indexes as
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Figure 2.9 Hysteresis-controlled phase currents with adaptive time step.
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a function of position for all armature coils. This task is cumbersome and needs
special treatment. In [25], the armature winding is separated into two parts, one
main winding and one or more commutating windings, based on the commutation
status. The inductance matrix of the main winding and the commutating windings
is computed using static field analysis at different saturation levels and different
rotor positions for one commutating cycle. The stored inductance matrix together
with the commutation equations is then analyzed in the circuit domain. Since
the size of the inductance matrix and the commutation equations depend on the
number of commutator segments covered by the brushes, this approach is difficult to
generalize.

In Subsection 2.2.4, a circuit component called “commutator bar” [27] is
introduced to model the position relationship between each commutator segment
and each brush. All commutator bar components are associated with a commutation
model that describes the commutation characteristic. With the help of these new com-
ponents, the commutating circuit can be created by simply connecting all coils to the
corresponding commutator bar components and selecting the commutation model.
The required complicated commutation equations can be automatically created based
on equations (2.44) –(2.45) from this commutation circuit without tedious work.

Commutation Circuit
For clarity, a 2-pole 12-slot permanent magnet DC (PMDC) motor with a lap armature
winding is used to describe the procedure. The armature winding has a 5-slot coil
pitch, as shown in Figure 2.10. The flat expanded view of the motor is shown in
Figure 2.11 indicating the spatial relationship between the permanent magnets, coils,
commutator segments, and brushes at the initial position. With the indicated direction
of rotation, the brush aligned with the south pole is positive and that aligned with the
north pole is negative. The “go” terminal of coil0 connects to seg0 and its return
terminal connects to seg1; the “go” terminal of coil1 connects to seg1 and its return
terminal connects to seg2, etc.

coil0_re
coil0

coil1

S

N

coil1_re

Figure 2.10 The geometry layout of the sample PMDC motor.
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Figure 2.11 The flat expanded view of the sample PMDC motor.

At the initial position shown in Figure 2.11, seg0 lags the positive brush by 15
mechanical degrees (one half of a commutator segment pitch), and it lags the negative
brush by 195 mechanical degrees; seg1 lags the positive brush by −15 mechanical
degrees or 345 degrees, and it lags the negative brush by 165 mechanical degrees,
etc. In Figure 2.12, Bar0_pos labels the connection of seg0 to the positive brush and
Bar0_neg labels that to the negative brush, etc. The lagging angle of the initial posi-
tion is a parameter of the commutator bar component. Another parameter of the com-
mutator bar component is the instance name of the associated commutation model,
as shown in Table 2.1.

Commutation Model
In Figure 2.12, an instance of the commutation model named ComModel is introduced
to define the commutation characteristic. For simplicity but without losing generality,
a linear model is used to model the brush voltage drop as a linear function of the con-
tact current. As shown in Figure 2.13, the contact conductance between a brush and a
commutator segment is proportional to the contact area, and is a periodic function of
rotor position. The current rotor position is obtained from the transient FEA solver.

In Figure 2.13, the initial lagging angle parameter LagAngle is obtained from
the commutator bar component, and its value is different for each individual com-
ponent. All other parameters (Gmax, WidB, WidC, and Period) are specified in the
commutation model and their descriptions are given in Table 2.2. Positions a, b, c,
and d in Figure 2.13 correspond to four positions when one extremity of a commuta-
tor segment aligns with one extremity of a brush, as shown in (a), (b), (c) and (d) of
Figures 2.14 and 2.15, respectively.

Simulation Results
A PMDC motor with the geometry as shown in Figure 2.10 is simulated at load
operating conditions using the above described field-circuit coupling method. The
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LagAngle=165
Bar1_neg

LagAngle=15
Bar0_pos IVIns

+

LCoil0 43.3 uH
L13

96.8 m Ohm
R25

+ ∗

LagAngle=135
Bar2_neg

LagAngle=345
Bar1_pos

LCoil1 43.3 uH
L14

96.8 m Ohm
R26

+ ∗

LagAngle=105
Bar3_neg

LagAngle=315
Bar2_pos

LCoil2 43.3 uH
L15

96.8 m Ohm
R27

+ ∗

LagAngle=75
Bar4_neg

LagAngle=285
Bar3_pos

LCoil3 43.3 uH
L16

96.8 m Ohm
R28

+ ∗

LagAngle=45
Bar5_neg

LagAngle=255
Bar4_pos

LCoil4 43.3 uH
L17

96.8 m Ohm
R29

+ ∗

LagAngle=15
Bar6_neg

LagAngle=225
Bar5_pos

Model

ComModelLCoil5 43.3 uH
L18

96.8 m Ohm
R30

+ ∗

LagAngle=345
Bar7_neg

LagAngle=195
Bar6_pos

LCoil6 43.3 uH
L19

96.8 m Ohm
R31

+ ∗

LagAngle=315
Bar8_neg

LagAngle=165
Bar7_pos

LCoil7 43.3 uH
L20

96.8 m Ohm
R32

+ ∗

LagAngle=285
Bar9_neg

LagAngle=135
Bar8_pos

LCoil8 43.3 uH
L21

96.8 m Ohm
R33
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Figure 2.12 The commutating circuit of the sample PMDC motor.
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TABLE 2.1 Parameters of commutator bar component

Parameters Descriptions

MOD The associated commutation model instance name
LagAngle Lagging angle, in mechanical degrees, of the specified commutator segment to the

specified brush at initial time

simulated results are compared with the measured data in Table 2.3. Some important
information associated with commutation process can be obtained from simulation.
The simulated current of coil0, compared with that of brush shift of 10 mechanical
degrees in the anti-rotating direction, is shown in Figure 2.16. It can be observed, as
the common understanding, that the commutation with 10◦ brush shift is improved
because the current commutates more linearly than that without brush shift. The
terminal voltage of coil0, or the voltage over the insulation between seg0 and seg1,
is displayed in Figure 2.17. It is obvious that the maximum voltage of a coil, an

PeriodLagAngle

Position

G

0
WidC+WidB

|WidC-WidB|

a

b c

d

Gmax

Figure 2.13 Contact conductance as a periodic function of rotor position.

TABLE 2.2 Parameters of commutation model

Parameters Descriptions

Gmax Full brush-commutator contact conductance
WidB Brush width in mechanical degrees
WidC Commutator segment width in mechanical degrees
Period Period of a commutator segment rotating from one brush to

another brush of the same polarity in mechanical degrees

(a) (b) (c) (d)

WidB

WidC

Figure 2.14 Different conducting position when WidB > WidC.
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(a) (b) (c) (d)

WidB

WidC

Figure 2.15 Different conducting position when WidB < WidC.

TABLE 2.3 Parameters of commutation model

Simulated results Measured data

Speed 3162 rpm 3162 rpm
Torque 0.274 Nm 0.27 Nm
Current 15.1 A 14.94 A
Peak–peak current 2.06 A 2.02 A

important quantity used to determine the thickness of segment insulation, appears
just after that coil has finished commutating.

2.3 FAST AC STEADY-STATE ALGORITHM

In many cases, what electrical machine designers are interested in is the steady-state
performance, instead of the transient process, at AC voltage excitations. The transient
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Figure 2.16 Load coil commutating current at applied voltage 10.8 V and load speed 3162
rpm compared with that of 10◦ brush shift.
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Figure 2.17 Voltage across the insulation between seg0 and seg1 at applied voltage 10.8 V
and load speed 3162 rpm.

simulation of an electrical machine often requires simulating much more than one
period in order to obtain the periodic steady-state behavior, depending on the time
constant of the electromagnetic system. A lot of published methods have been
developed to get the steady-state solution in the literature fast, which are mainly
categorized into two methodologies, one obtains the steady-state solution directly
and the other speeds up the transient process by proper initial conditions.

One widely used method to directly obtain the periodic steady-state solution is
the harmonic balance method using an eddy current solver in the frequency domain
[28]. The unknown potentials are represented by Fourier-series and the nonlinear
behavior of the material is split into a linear and a nonlinear term using a fixed-point
technique. The nonlinear term will cause harmonic excitations. All fundamental and
harmonic excitations are updated based on the previous solution in an iteration pro-
cess until the resultant field properties satisfy the nonlinear behavior. This method is
computationally efficient because each linear matrix equation related to each individ-
ual harmonic excitation can be solved independently by parallel computation. How-
ever, it is difficult to employ this method in electrical machine analysis because dif-
ferent frequencies may exist in both the static and moving parts for an individual
frequency excitation.

Another method to directly obtain the steady-state solution is to solve all time
steps of one period together with the periodic condition in the time domain [29].
Using time decomposition method (TDM), the reverse of linearized stiffness matrix
of each time step can be independently solved by parallel computation, and then
solutions of all time steps are obtained. A nonlinear iteration process is required to
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update equations based on the previous solutions of all time steps until convergence
is reached. The details are illustrated in Section 2.4.

One possible technique to speed up the transient process is using the frequency-
domain solution to estimate the initial values [30]. This method is efficient only when
the following both conditions are satisfied: (1) under sinusoidal voltage excitation in
a nonlinear system, all harmonic current components are negligible, such as in three-
phase induction motors; (2) with the problem involving eddy currents, not only all
winding currents, but also eddy current density distribution, must be passed from the
AC FEA solver to the transient FEA solver as initial values.

To speed up the transient process, another method called “phase balancing”
method [31] was developed to repeatedly modify the initial currents in each succes-
sive period by partially eliminating the DC currents based on the previous-period
solution. This iteration process continues until the DC current components are totally
eliminated in all phases. The DC currents of the previous period are computed under
the assumption that the AC current waveforms with DC bias are the same as those
without DC bias. Due to the nonlinearity, the DC currents may be overestimated.
Therefore, an under-relaxation factor was used to ensure convergence, which causes
the process to require several periods to eliminate the DC currents. Not applicable to
the problems with eddy currents is another disadvantage of this method.

In this section, an efficient method, referred to as alternating flux linkage (AF)
model, will be introduced to speed up the transient process for reaching fast AC steady
state, almost suitable for all AC machines. The DC flux linkage is eliminated by
applying an additional voltage component within a small time interval [32], such as
in a half period, for each phase. The flux linkages at the end of this interval are the
perfect initial values for flux linkages in the succeeding time. As a result, the steady-
state AC flux linkages will be obtained immediately within the next period.

2.3.1 Alternating Flux Linkage Model

Basic Equations
Assuming a winding is applied with an AC voltage source of

v(t) = Vm sin(2πft + 𝜑), (2.50)

if the winding resistance is negligible, the flux linkage of the winding can be com-
puted from the applied voltage as

𝜆(t) = 𝜆(0) +

t

∫
0

Vm sin(2πft + 𝜑)dt

= [𝜆(0) + 𝜆m cos(𝜑)] − 𝜆m cos(2πft + 𝜑), (2.51)

where 𝜆(0) + 𝜆m cos(𝜑) is the DC component with 𝜆(0) being the initial flux linkage,
and 𝜆m, the amplitude of AC component, is derived from

𝜆m = Vm∕(2πf ) = VmT∕(2π) (2.52)
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with T = 1/f being the period. In transient FEA solvers, the initial field solution can
be obtained via static field analysis based on the initial winding currents. Usually in
permanent magnet (PM), or field excited, machines, the initial winding flux linkage
is not zero, and its effects must be taken into account.

After the DC component of the flux linkage decays to zero, the flux linkage
will reach the steady-state value. If the applied voltage is modified in such a way that
the DC component of the flux linkage is zero after time ts, the steady state can be
immediately reached for t > ts.

Assume an additional voltage component of

vd(t) =

{
𝛿(t) t < ts

0 t ≥ ts
(2.53)

is applied to the winding so that the DC component of the flux linkage at ts (ts>0) is
zero. In such a case, the flux linkage for t > ts is

𝜆(t) = 𝜆(0) +

t

∫
0

[v(t) + vd(t)]dt

= −𝜆m cos(2πft + 𝜑) + 𝜆(0) + 𝜆m cos(𝜑) +

ts

∫
0

𝛿(t)dt

(2.54)

In equation (2.54), 𝛿(t) can be any function and ts can be freely selected. As
long as

ts

∫
0

𝛿(t)dt = −[𝜆(0) + 𝜆m cos(𝜑)] (2.55)

the DC component of the flux linkage at ts will be zero, and the flux linkage will reach
the steady state after time ts. One possible select is

{
ts = T∕2

𝛿(t) = Vdm sin(2πft)
(2.56)

To satisfy equation (2.56), we have

2
2πf

Vdm = −[𝜆(0) + 𝜆m cos(𝜑)] (2.57)

or

Vdm = − π
T
𝜆(0) − 1

2
Vm cos(𝜑) (2.58)

For poly-phase windings, the applied AC voltages can be modified phase by
phase independently.

This algorithm is based on the assumption of negligible winding resistance. If
the winding resistance is not negligible, the DC flux linkage at ts will not be zero.
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The larger the resistance is, the larger error the DC flux linkage will have at ts, but
fortunately, the faster the error DC flux linkage will decay to zero due to small time
constant. Therefore, when winding resistance is large, it may need a couple of addi-
tional periods to reach to the steady state.

Effects of Time Discrete
The above equations, which are derived from the integration of continuous functions,
will be accurate enough for discrete computation if time step is small. If the time
step is too large so that its impact is not negligible, the applied additional voltage
needs to be adjusted to consider the time-step effects. When backward Euler method
is employed in FEA, the discrete format of the induced voltage is

v(tk) ≈ e(tk) =
𝜆(tk) − 𝜆(tk−1)

tk − tk−1
(2.59)

If tk – tk−1 = Δt is constant, the flux linkage will be

𝜆(tk) ≈ 𝜆(tk−1) + v(tk) ⋅ Δt

=

[
𝜆(0) +

k∑
i=1

v(ti−1) + v(ti)

2
Δt −

v(tk) + v(0)

2
Δt

]
+ v(tk) ⋅ Δt

≈ 𝜆(0) +

tk

∫
0

v(t)dt +
v(tk) − v(0)

2
Δt

= −𝜆m cos(2πf tk + 𝜑)

+𝜆(0) + 𝜆m cos(𝜑) + 1
2

[
v(tk) − v(0)

]
Δt (2.60)

Let tk to be the time point at which v(tk) = 0, that is

2πf tk + 𝜑 = 2π (2.61)

then,

𝜆m cos(2πf tk + 𝜑) = 𝜆m (2.62)

Hence, equation (2.60) becomes

𝜆(tk) = −𝜆m + 𝜆(0) + 𝜆m cos(𝜑) − 1
2
v(0)Δt (2.63)

Therefore, as long as the additional applied voltage vd(t) satisfies

ts

∫
0

𝛿(t)dt = −[𝜆(0) + 𝜆m cos(𝜑) − 1
2
v(0)Δt] (2.64)

the flux linkage will reach its extreme, or negative peak, value –𝜆m at time tk, that is

𝜆(tk) = −𝜆m (2.65)
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On the other hand, the peak-to-peak flux linkage after time tk can be computed
from

𝜆p2p =

tk+T∕2

∫
tk

v(t)dt = 2𝜆m (2.66)

The above two equations show that the flux linkage will vary between –𝜆m and
+𝜆m, or reach the steady state, after time tk when equation (2.64) is satisfied.

From equations (2.57) and (2.64), we get

Vdm = − π
T
𝜆(0) − 1

2
Vm cos(𝜑) + π ⋅ Δt

2T
Vm sin(𝜑) (2.67)

Based on equation (2.67), the additional voltage component as expressed by

vd(t) =

{
Vdm sin(2πft) t < T∕2

0 t ≥ T∕2
(2.68)

can be manually added to the AC voltage excitation of equation (2.50) for each phase
in a transient FEA solver.

2.3.2 Applications in Direct AC Voltage Excitation

Algorithm for Arbitrary AC Voltage Sources
Equation (2.67) is derived based on the input voltage of sinusoidal waveform
(equation 2.50), where the parameters Vm, f, and 𝜑 are directly obtained from the
specification.

In real applications, a designer may specify an AC voltage for each winding
with arbitrary expression. In such cases, the AC voltage can be evaluated at a series
of discrete time points and expressed in a uniformly distributed table vi = fAC(iΔt),
where fAC() is the input expression of the AC voltage with i = 0, 1, …, n, and Δt =
T/n. The AC voltage expression can be validated by

⎧
⎪⎨⎪⎩

v0 = vn

n−1∑
i=0

vi = 0
(2.69)

With backward Euler method, the flux linkages in the first period are obtained
from

𝜆k = 𝜆0 +
k∑

i=1

vi ⋅ Δt k = 1, 2, ..., n − 1, (2.70)
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where 𝜆0 is the initial flux linkage. The DC component of the flux linkage can be
computed from

𝜆DC = 1
n

(
𝜆0 +

n−1∑
k=1

𝜆k

)

= 1
n

(
𝜆0 + (n − 1)𝜆0 +

n−1∑
k=1

k∑
i=1

vi ⋅ Δt

)

= 𝜆0 +
T
n2

(
n−1∑
k=1

k∑
i=1

vi

)
(2.71)

In order to eliminate the DC component of the flux linkage, the additional
applied voltage must satisfy

ts

∫
0

𝛿(t)dt = −𝜆DC (2.72)

or

Vdm = −𝜆DC ⋅ π∕T (2.73)

In equation (2.73), the effects of time discrete have been considered in equation
(2.71).

Application Example
As an application example, a three-limb three-phase transformer is simulated at no-
load operation. The 3D FEA model with 1/4 symmetry is shown in Figure 2.18. With-
out using the AF model, the applied three-phase voltage waveforms are shown in
Figure 2.19, and the simulated three-phase flux linkage and current waveforms are
shown in Figures 2.20 and 2.21, respectively.

Figure 2.21 shows that the inrush current at the time point of a half period (8.33
ms) reaches about 13 kA, because the flux linkage peak is doubled at this time point

Figure 2.18 The 3D FEA model of three-limb three-phase power transformer with 1/4
symmetry.
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Figure 2.19 Applied three-phase voltage waveforms without using AF model.
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Figure 2.20 Simulated three-phase flux linkage waveforms without using AF model.
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Figure 2.21 Simulated three-phase current waveforms without using AF model.
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Figure 2.22 Applied three-phase voltage waveforms using the AF model.

due to the DC bias. It will take very long time for the DC flux linkage to decay to
zero due to its large time constant.

To eliminate the DC flux linkage quickly, the applied three-phase voltages are
modified from the input three-phase AC voltages based on the AF model illustrated
above, as shown in Figure 2.22. The simulated three-phase flux linkage and current
waveforms are shown in Figures 2.23 and 2.24, respectively. Figure 2.24 shows that
using the AF model, the steady state is quickly reached in the second period.

2.3.3 Applications in Field-Circuit Coupling

Algorithm for Field-Circuit Coupling
In field-circuit coupling applications, the AF model can be specified in the circuit
components of AC voltage sources. For example, a sinusoidal voltage source with the
AF model can be specified as shown in Table 2.4. The parameters of the sinusoidal
voltage source expressed in equation (2.50) can be directly obtained from the
specification, and therefore, the additional voltage components for all three phases
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Figure 2.23 Simulated three-phase flux linkage waveforms using the AF model.
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Figure 2.24 Simulated three-phase current waveforms using the AF model.

can be computed by equations (2.67)–(2.68). However, the initial flux linkage is
related to each phase winding, and a voltage source may not be directly applied at the
winding terminal, 𝜆(0) in equation (2.67) cannot be directly obtained from a winding.

In equation (2.41), for the winding loop subset l of all branches, if we pick up
only the m branches related to AC voltage sources with AF model, we can construct a
new branch-to-loop transformation matrix Blm with the size of l × m. If the flux link-
ages of all windings are expressed as a vector Λw, and flux linkages to be determined
in all AC voltage sources with AF model are denoted as Xm, then we have

BlmXm = Yl, (2.74)

where

Yl = BlwΛw (2.75)

The matrix Blm is normally not a square matrix. Even though it is a square
matrix in some special cases, it may not be full rank. Therefore, in general cases,
there are infinite solutions of Xm. The simplest solution is obtained by setting all
dependent variables be zero via following process:

a. Set all elements of Xm be zero;

b. During the Gaussian elimination, if a diagonal element bii = 0, try to find a
non-zero element bjk for j ≥ i, k ≥ i;

TABLE 2.4 Specification of a sinusoidal voltage source with the AF model

Parameter Value Description

Vm 11267.7 Peak amplitude, in Volts
Freq 50 Frequency, in Hz
Phase 0 Phase delay, in electrical degrees
AF 1 AF model, 1 for using AF mode



80 CHAPTER 2 FEM-BASED ANALYSIS TECHNIQUES FOR ELECTRICAL MACHINE DESIGN

c. If bjk ≠ 0 is found, swap the rows of i and j for both Blm and Yl, swap columns
of i and k for both Blm and Xm, and continue the Gaussian elimination;

d. If bjk ≠ 0 is not found, stop the Gaussian elimination.

When finishing the Gaussian elimination, the element of Xm is computed in the
reversed order, only when bii = 1, from

xi = yi −
n∑

j=i+1

bijyj for (i = n, n − 1, ..., 1) (2.76)

where n is the maximum value of i with bii = 1.
Based on the recorded order change in Xm, each element of Xm can be mapped

to the initial flux linkage 𝜆(0) in equation (2.67) for each AC voltage source to derive
the additional voltage component.

Application Example
An example of the field-circuit coupling application is a 50 Hz, 125 MVA non-salient
synchronous generator, as shown in Figure 2.25. The 2-pole field winding is excited
by 1.3 kA DC current. The coupling circuit for three-phase armature windings is
shown in Figure 2.26. The generator is operated at full load, with power angle of
35.7 electric degrees.

The simulation results with AF model are compared with those without using
AF model. Figures 2.27 and 2.28 show the simulated current and torque waveforms
without using AF model, respectively. The DC current components as shown in Fig-
ure 2.27 are still significant at time = 2 s, which is 100 periods. The DC current
components generate a still magnetic field in the machine, which, interacting with
the rotating field, produces alternating torque. The torque waveform profile in Fig-
ure 2.28 shows that it still needs a long time for the alternating torque component to
decay to zero.

Figure 2.25 The 2D FEA model of the 125 MVA non-salient synchronous generator.
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Figure 2.26 Coupling circuit for three-phase armature windings.
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Figure 2.29 Simulated three-phase flux linkage waveforms with the AF model.

Figure 2.26 shows that there are only two loops in the coupling circuit, there-
fore, when using the AF model, one of the three AC voltage sources with AF model
is dependent, and only the other two AC voltage source need to include the effects of
the three-phase initial flux linkages. With the contribution of the additional voltage
components in all three AC voltage sources, the simulated flux linkage waveforms
reach the steady state within only two periods, as shown in Figure 2.29. The current
and torque waveforms are shown in Figures 2.30 and 2.31, respectively.

2.4 HIGH PERFORMANCE COMPUTING—TIME
DOMAIN DECOMPOSITION

Transient electromagnetic field simulation allows analysis of dynamic behaviors with
nonlinear materials, permanent magnets, and induced eddy currents under various
excitations. The transient process normally involves many time steps in a sequential
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Figure 2.30 Simulated three-phase current waveforms with the AF model.
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Figure 2.31 Simulated torque waveforms with the AF model.

fashion to calculate saturation, eddy currents, and rotor movement in time and space.
Because transient electromagnetic analysis requires the computation of many time
steps, the process is slow. In many cases, it is a huge computational undertaking to
characterize an electric machine to steady-state operation. Sometimes it can take days
or weeks to complete.

The basic procedure of transient simulation includes the spatial and temporal
discretization of the physical equations. The finite element method (FEM) is widely
used in engineering practice because using the irregular grids it can represent com-
plicated geometry [33]. The FEM discretization produces a set of matrix differen-
tial equations. The typical temporal discretization includes backward Euler, Crank–
Nicolson, and theta-method. Because of the nonlinearity, the matrices generally are
dependent on the solution vectors, so an iteration method such as Newton–Raphson
method should be used to solve these nonlinear matrix equations [7]. Namely, the
nonlinear matrix equations are linearized for each nonlinear iteration. The linearized
matrix equations may be solved by either a direct or iterative matrix solver. The tran-
sient simulation usually is time-consuming since it requires Nt × Ne number of matrix
solving, where Nt is the number of time steps and Ne is the average number of nonlin-
ear iterations. Provided that an algorithm (or method) can be made parallel, parallel
computing can cut down the simulation time for the transient problems significantly.
For example, parallel computing can be applied to the matrix solving at each time
step. This can improve performance, but it is not always possible to make full use of
all the parallel cores because the scaling is limited by various factors, such as that not
all code executions are parallelable and there is communication overhead between
the cores.

In order to achieve better parallel scalability, a new high performance comput-
ing technology is developed in terms of the domain decomposition along time-axis,
namely TDM, to solve all time steps (or a subdivision of all time steps) simultane-
ously, instead of solving a transient problem sequentially one time step by one time
step [34]. The transient simulations have a great range of engineering applications to
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simulate transient behavior of electromechanical devices. The spatial discretization
of dynamical equations produces a semi-discrete form as

S (x, t) x (t) + d
dt

[T (x, t) x (t)] = f (x, t) + d
dt

[w (x, t)] (2.77)

In the above, S(x, t) and T(x, t) are matrices, f(x, t) and w(x, t) are excitation
vectors, and x(t) is solution vector representing some physical quantity, such as the
magnetic field, elastic displacement. Note that S(x, t) and T(x, t) are dependent on
x(t) to reflect the nonlinearity of the system. Depending on the physical system, not
all of the above matrix or excitation vectors are dependent on x(t). For example, only
matrix S(x, t) depends on x(t) in transient FEA of electric machines based on the A-𝜑
formulation [35].

For practical applications, we introduce two TDM models: one is the Periodic
TDM Model for steady-state simulation based on solving all time steps in one period
of time simultaneously, if the nature of physical problem is periodical; the other is
the General TDM Model for general transient applications without the constraint of
periodicity. It is based on solving a set of sequential subdivisions of all time steps,
where all time steps in each subdivision are being solved simultaneously. Details are
described later on how to achieve high parallel computing efficiency.

2.4.1 Periodic TDM Model

The periodic model is used to simulate the steady-state behavior of a system with a
time periodic input. For this model, the initial condition is not required and in fact
is not known a priori, and the solution and excitation vectors satisfy the periodic
condition. That is,

x (t) = x (t + 𝜏) , f (t) = f (t + 𝜏), w(t) = w(t + T) (2.78)

hold with 𝜏 the period of the system. The semi-discrete form (equation 2.77) can be
further discretized by applying the backward Euler method,

Sixi +
Tixi − Ti−1xi−1

Δt
= fi +

wi − wi−1

Δt
(2.79)

Here the subscript i denotes the value of a quantity at time point ti, for example,
xi= x(ti).

Although for simplicity and easy explanation, only the backward Euler method
is used here for the temporal discretization, this is not a limitation to the method
and other temporal discretization such as Crank–Nicolson or theta-method can also
be applied. Based on the Newton–Raphson nonlinear iteration algorithm and using
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equation (2.79), the equation (2.77) becomes the following linearized matrix equa-
tions

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

K1 0 … 0 Mn

M1 K2 ⋯ 0 0

0 M2 ⋱ ⋮ ⋮

⋮ ⋮ ⋱ Kn−1 0

0 0 … Mn−1 Kn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Δx1

Δx2

⋮

Δxn−1

Δxn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

b1

b2

⋮

bn−1

bn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2.80)

In the above, Ki = ΔtSi
′ + Ti

′, and Mi = −Ti
′, here Si

′ and Ti
′ are the Jacobian

matrices, Δxi is the increment of solution vector during nonlinear iterations, and bi is
the residual vector in nonlinear iterations.

Let

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

K1 0 … 0 Mn

M1 K2 ⋯ 0 0

0 M2 ⋱ ⋮ ⋮

⋮ ⋮ ⋱ Kn−1 0

0 0 … Mn−1 Kn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2.81)

The equation (2.80) can be written in concise form as

AΔx = b (2.82)

If the total unknowns per time step is m, the matrix of A is (m × n) by (m × n)
size (associated with total unknowns for n time steps). Because of the block form of
equation (2.80), it can be efficiently solved with proper parallel computing algorithm
with either a direct solver or an iterative solver.

Dedicated Direct Solver
In order to solve the equation (2.82) using direct solver, it requires to inverse the
matrix A. The computational cost of the inversion of the matrix A for such a huge
size can be formidable, but fortunately can be significantly reduced by appropriately
applying the Woodbury formula [36].

First, split the block matrix A into two parts

A = Ã +
(
U ⋅ VT) (2.83)
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The part Ã is defined as

Ã =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

K1 0 … 0 0

M1 K2 ⋯ 0 0

0 M2 ⋱ ⋮ ⋮

⋮ ⋮ ⋱ Kn−1 0

0 0 … Mn−1 Kn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2.84)

The other part is the product of two block vectors U and VT which is defined as

U =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

u1

0

⋮

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,VT =
[

0 0 ⋯ 0 vn

]
(2.85)

where u1 and vn are sub-block column vectors with m (total unknowns per time step)
by p. Here p is associated with the coupling with the last time step in sub-block
matrix Mn. This coupling sub-block exists only for those unknowns associated with
the windings of voltage source and electrical vector potential unknown T representing
induced eddy current. Normally p is pretty small, for example, p = 3 if there are
3 voltage windings without induced eddy current. In addition, Ã is a lower block
triangular matrix, which means that its inversion is much easier than that of original
matrix A.

It follows that using Woodbury matrix identity

(
Ã + UVT)−1 = Ã−1 − Ã−1U

(
I + VTÃ−1U

)−1
VTÃ, (2.86)

where I is an identity matrix.
We can avoid directly computing the inverse of A, which might be very costly

to do, instead, compute the inverse of (I + VTÃ−1U). The rank of (I + VTÃ−1U) is
only p (a p-by-p dense matrix) and the cost of the inverse is normally much cheaper
than that for the original matrix A which is a (m × n) by (m × n) matrix with m as the
total unknown per time step and n as the total time steps.

In addition to the advantages of using Woodbury matrix identity that we only
need to work on the inverse of (I + VTÃ−1U) with much smaller rank and that Ã is
a lower block triangular matrix whose inversion is much easier than that of A, the
most attractive advantage is the inverse of each sub-block (K1, K2, …, Kn) can be
independently done by distributed parallel computing. This very nicely fits TDM’s
objective.
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Dedicated Iterative Solver
From the above discussion, clearly it is computationally very efficient to use the dedi-
cated direct solver with the help of Woodbury matrix identity, if the column number p
of sub-block column vectors u1 and vn in equation (2.85) is reasonably small. How-
ever, if the solution domain involves induced eddy current, the coupling sub-block
matrix Mn normally becomes much denser, which leads to much big column number
p. In such a case, the computational cost of using the above discussed direct solver
will significantly increase. As a more efficient alternative solution, it is desirable to
use iterative solver with a proper preconditioner.

An iterative solver with a preconditioner, such as the generalized minimal resid-
ual method (GMRES) or the biconjugate gradient method (BiCG) can be used to solve
equation (2.82). A preconditioner is an approximation to the matrix A such that it can
accelerate the convergence of iterations of the iterative solver [37, 38]. There are many
ways to construct a preconditioner. For example, reference [35] proposed a precon-
ditioner based on incomplete LU factorizations of sub-matrices, but the convergence
is very slow. In order to accelerate the convergences, more efficient preconditioners
are exploited here.

Preconditioners can be categorized into two types: non-overlapping precondi-
tioners and overlapping preconditioners. The difference of them can be appreciated
by the following example with n = 6, that is, six time steps. In such a case,

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1 M6

M1 K2

M2 K3

M3 K4

M4 K5

M5 K6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.87)

Let C denote the preconditioner. For the case of two subdomains with domain
1 and domain 2, Jacobi preconditioner takes the form

CJ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1 0 0 0 0 0

M1 K2 0 0 0 0

0 M2 K3 0 0 0

0 0 0 K4 0 0

0 0 0 M4 K5 0

0 0 0 0 M5 K6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.88)

The two subdomains of the preconditioner are decoupled, so it can be paralleliz-
able. However, the convergence of the iterative solver using Jacobi preconditioner is



88 CHAPTER 2 FEM-BASED ANALYSIS TECHNIQUES FOR ELECTRICAL MACHINE DESIGN

Figure 2.32 Two subdomains are overlapped.

slow. A better choice is to use Gauss–Seidel preconditioner, which is the lower trian-
gular part of the matrix A, which takes the form

CGS =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1 0 0 0 0 0

M1 K2 0 0 0 0

0 M2 K3 0 0 0

0 0 M3 K4 0 0

0 0 0 M4 K5 0

0 0 0 0 M5 K6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.89)

Gauss–Seidel preconditioner can significantly improve the convergence of the
iterative solver, but with the cost of less parallelization. With the trade-off between
parallelism and convergence, the additive Schwarz methods may be a better choice.
The additive Schwarz methods can be conceived as generalization of Jacobi precon-
ditioner. Unlike the Jacobi preconditioner, the subdomains may be overlapped. For
example, the domain is composed of two subdomains as illustrated in Figure 2.32,
that is, domain 1 (K1, M1, K2, M2, K3, M3, K4, M4) and domain 2 (K4, M4, K5, M5,
K6, M6). The overlapped region is time step 4 (K4, M4).

2.4.2 General TDM Model

For General TDM Model, the solution vector x(t) does not need to satisfy the peri-
odic condition; thus, the initial condition is required. In addition, for most practical
applications, the steady state of a device is of most interest. Thus, it will normally
take several cycles of excitations to reach steady state. Due to constrains of hardware
(available cores and memories), it might be not possible to solve all time steps alto-
gether simultaneously. As a result, the gist of the general TDM model is to divide the
entire nonlinear transient simulation into several subdivisions along the time-axis and
for each subdivision, solve all time steps simultaneously. In such a case, the solution
of the last time step in the current subdivision will be used as the initial condition for
the subsequent subdivision.

For each subdivision, one needs to solve a block matrix at every nonlinear
iteration

AΔx = b (2.90)
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SUBMATRIX (K1, K2,…, Kn–1, Kn) LU FACTORIZATION

BLOCK FORWARD SUBSTITUTION

Δx1 = K1
–1(b1)

Δx2 = K2
–1(b2 – M1Δx1)

…

Δxn = Kn
–1(bn – Mn–1Δxn–1)

Figure 2.33 Direct block triangular matrix solver.

with

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

K1 0 … 0 0

M1 K2 ⋯ 0 0

0 M2 ⋱ ⋮ ⋮

⋮ ⋮ ⋱ Kn−1 0

0 0 … Mn−1 Kn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2.91)

As illustrated in Figure 2.33, it is noted that the inverse of each sub-block
(K1, K2, …, Kn) can be independently done by distributed parallel computing;
while the computation cost for block forward substitution is very small. There-
fore, the block direct solver is exclusively used for the solution of the General
TDM Model.

Clearly, the problem for Periodic TDM Model can be considered as a special
case of that for General TDM Model. This means if a problem can be solved using
Periodic TDM Model, it can also be solved using General TDM Model. Of course,
computational efficiency is normally different. The opposite is not true. That is, if
a problem can be solved using General TDM Model, it may not be solved using
Periodic TDM model. In order to use Periodic TDM Model for transient simulation
of electromechanical devices, all sources and induced eddy current in conducting
region should have the same time period. For example, an induction machine can-
not be solved by using Periodic TDM Model because the time period of currents in
the stator winding is different from the time period of induced eddy current in the
rotor bars.

2.4.3 Nonlinear Iteration

Figure 2.34 is the flowchart of the nonlinear iteration algorithm in the case of using
the TDM for the transient simulation. The Newton–Raphson technique, due to its
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Postprocessing
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(Time setp m, m + 1, ..., 2m – 1)

Assemble Jacobian matrix
and residual vector

Solve matrix equations

Figure 2.34 Flowchart of nonlinear iteration for the time decomposition method.

quadratic convergence characteristics, is a desirable choice. However, in some appli-
cations, such as the numerical simulation of electromechanical devices, the nonlinear
iterations may converge at a very slow rate, or oscillate, or even diverge, especially
with the new challenge that convergence has to be managed in a much bigger scope,
that is, many time steps together, rather than examined by individual time step. To
this end, certain techniques have been introduced to cope with the challenge.

For non-TDM transient, the solutions at previous time step can be used to esti-
mate the initial nonlinear operating point for the first nonlinear iteration at each time
step to speed up the convergence. But in TDM case, this scheme is no longer appli-
cable. In such a case, a better choice is to start from linear portion of a nonlinear
BH curve to have a monotonic convergence. At the same time, due to the significant
difference in source excitation, position, etc., among different time steps, it is desir-
able to compute the individual nonlinear residual for each time step by proper scaling
based on the normalized quantity in the right hand of the equations associated with
individual time step [7].

In addition, because the relaxation factor which minimizes the square of the
2-norm of the residual with each iteration can be used to improve nonlinear conver-
gence, the combined use of local relaxation factor associated with individual time
step and the global relaxation factor associated with entire time steps will greatly
improve the convergence behavior. At the beginning, the global relaxation factor is
employed, but after certain iterations, the local relaxation factor will be further used.
The local relaxation factor is determined based on the global relaxation factor and the
convergence behavior indicated by the updated nonlinear residual of individual time
step. The basic concept is that if the solution for a certain time step has reached a
prescribed convergence criterion, a smaller relaxation should be used to avoid unde-
sirable disturbance to the convergence of whole system.
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Figure 2.35 FEA solution domain of 1/8 geometry of 5.5 kW, 4-pole three phase induction
motor.

2.4.4 Application Examples

The first example is a 5.5 kW, 4-pole three phase induction motor. The motor has 48
stator slots and 44 rotor bars as shown in Figure 2.35. The number of elements and
unknowns are 131,475 and 248,634, respectively. Since the time period of currents
in the stator winding is different from the time period of induced eddy current in the
rotor bars, this problem has to be solved using General Transient TDM Model. Due
to the constrain of available hardware resources (cores and memories), it normally
has to be divided into several subdivisions along time-axis.

For this application, the number of total time steps is 640 to cover five electri-
cal cycles. Table 2.5 shows the HPC performance of using MPI-based TDM against

TABLE 2.5 HPC performance of TDM for induction machine simulation

Number of
MPI process

Number of
subdivisions

Total simulation time
(hours) (speedup)

8 80 135.3 (0.97)
16 40 77.1 (1.7)
32 20 43.5 (3.01)
64 10 23.3 (5.62)

128 5 12.9 (10.16)
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Figure 2.36 8 kW, 10-pole three phase BLDC motor.

non-TDM OpenMP with the use of 8 cores, since for OpenMP, the scalability beyond
8 cores has normally become saturated. The total simulation time of OpenMP is 131
hours, which is used as reference for comparison.

The second example is an 8 kW, 10-pole three phase BLDC motor as shown
in Figure 2.36. The number of elements and unknowns are 226,312 and 460,045,
respectively. This problem can be solved by either Periodical TDM model or General
Transient TDM model. For the sake of illustration, Periodical TDM is used. In such
a case, total 200 time steps over one period will be solved instantaneously.

Table 2.6 shows the HPC performance of TDM with different number of MPI
processes against non-TDM OpenMP using 8 cores. The total simulation time of
OpenMP is 16 hours 28 mins, which is used as reference for comparison.

In fact, the architecture of TDM is able to support two levels of parallelization at
the same time. One is higher level with the distributed memory parallelization based

TABLE 2.6 HPC performance of TDM for BLDC motor simulation

Number of
MPI process

Sequential time
steps per MPI

process

Cores for second level
parallelization using

OpenMP

Total simulation time
(hours—mins)

(speedup)

16 13 8 1 hour 31 mins (10.9)
32 7 4 1 hour 3 mins (15.8)
64 4 2 54 mins (18.2)

128 2 1 49 mins (20.1)
200 1 1 38 mins (26)
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on MPI as the foundation for TDM. The other is lower level with shared memory
parallelization based on OpenMP which is still applicable to the parallel comput-
ing inside each distributed MPI process. The number of cores used the lower level
OpenMP is indicated in the third column. Please note if the distributed load is unbal-
anced, the actual computation time is determined by the process with the heaviest
load. For example, for the first scenario with 16 MPI processes, for total 200 time
steps, 8 MPI processes are assigned with 13 sequential time steps each and the other
8 MPI processes are assigned with 12 sequential time steps each. The actual time is
determined by the MPI processes with 13 sequential time steps.

Also please note that for the first four scenarios, each scenario uses the same
number of cores, that is, 128 cores, but computational efficiency is different. Clearly,
MPI process associated with TDM is normally computationally more efficient than
the use of OpenMP. Therefore, for practical applications, as long as the mem-
ory resource permits, it is advantageous to consider using more cores first on dis-
tributed MPI process as priority compared with assigning cores for the second level
OpenMp.

2.5 REDUCED ORDER MODELING

In many electrical machine applications, system designers want to know the transient
response to various electrical and mechanical inputs. Although FEA can simulate
this transient process accurately, it usually requires very long processing time. In
such numerical simulation of electrical machines, in which the magnetic field distri-
bution inside electrical machines is not the main concern, reduced order modeling
is an efficient technique. A key advantage of reduced order modeling is its capabil-
ity for dramatically reducing the computational cost of numerical simulations, while
maintaining a sufficient accuracy for the concerned performance from the engineer-
ing point of view. To this end, many researchers have applied reduced order model
(ROM) to a lot of engineering problems such as circuit designs, hardware-in-the-loop
controls.

Most ROMs of electrical machines are based on the electromechanical cou-
pled state equations with some linear or nonlinear electrical and mechanical parame-
ters. These parameters could be derived from traditional magnetic equivalent circuit
(MEC) [39], or computed from FEA [40, 41]. Such kind of model can be referred
as parameter-based ROM. The accuracy of a parameter-based ROM depends on the
assumption conditions under which the state equations are derived. For example, the
state equations using the dq0 system are derived at the assumption that the d- and q-
axis inductance parameters are independent of the rotor position, therefore, the simu-
lation results are accurate only when spatial field harmonics are negligible [42]. One
advantage of the parameter-based ROM is it can handle problems with eddy currents.

An ROM can be also directly based on a look-up table which is computed from
FEA at a series of sampling points of winding currents and rotor positions [43]. The
outputs of the look-up table could be flux linkages of all windings, as well as rotor
torque. The discrete output data at sampling points are transformed to continuous
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functions using multidimensional cubic spline interpolation and periodic extrapola-
tion for rotor positions. Such kind of models can be referred as look-up-table based
ROM, which is also referred as equivalent circuit extraction (ECE) model in this sec-
tion. At the sampling points, the simulation results from a look-up-table based ROM
are exactly the same as those from FEA. Therefore, the accuracy of a look-up-table
based ROM could be very high as long as sampling points are dense enough. How-
ever, look-up-table based ROMs are normally not applicable to the problems with
eddy currents.

In this section, we will introduce some advanced algorithms to create look-up-
table based ROMs, and some efficient techniques to reduce computational time at
specified density of the sampling points.

2.5.1 Sweep Strategy

An electrical machine may work at various excitations via single or poly-phase wind-
ings at various positions of moving part. By using field-circuit coupling for transient
problems, the excitation sweeps, as well as the position sweep, can be separated into
several individual sweep modules. Each module can be implemented as a model com-
ponent in the circuit. The excitation and position sweeps of an electrical machine can
be specified by one or more sweep modules in circuit schematic.

Single-Winding Current Sweep
The module for single-winding current sweep is abbreviated as single-winding mod-
ule. In this module, we just need to specify the winding name and a list of sampling
points for current sweep. This module can be used individually to create the ROM
model of a single-phase inductor, or combining with other such modules to setup
current sweeps for two or more windings to create the ROM model of a poly-phase
inductor. This module can also be used to setup the current sweep for the field winding
in a field excited synchronous machine.

Three-Phase Winding Current Sweep
The module for three-phase winding current sweeps is abbreviated as three-phase
module. In this module, we need to set the three-phase winding names in the order of
the positive sequence, and a list of sampling points for current sweep. We may also
need to select a sweep type.

In a three-phase system, the sum of the three-phase currents is related to the
zero-sequence component. In many cases, the zero-sequence three-phase currents just
produce leakage flux. The leakage inductance related to the zero-sequence currents
is usually linear. Therefore, from the sweep point of view, only two sweeps are inde-
pendent. To get balanced three-phase currents, we introduce following three sweep
types based on two independent sweeps.

i. (id, iq) sweep

The (id, iq) sweep is based on the transformation between the abc and dq0
systems. There are some formulations for abc to dq0 transformation, such as Park
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Figure 2.37 Three-phase abc axes and dq axes.

transformation and the power invariant transformation [42]. Based on the d- and q-
axis directions as shown in Figure 2.37, we define the transformation between abc
and dq0 as

⎡
⎢⎢⎢⎣

ia

ib

ic

⎤
⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎣

cos(𝜃) sin(𝜃) 1

cos
(
𝜃 − 2π

3

)
sin

(
𝜃 − 2π

3

)
1

cos
(
𝜃 − 4π

3

)
sin

(
𝜃 − 4π

3

)
1

⎤
⎥⎥⎥⎥⎦
⋅

⎡
⎢⎢⎢⎣

id

iq

i0

⎤
⎥⎥⎥⎦
= C ⋅

⎡
⎢⎢⎢⎣

id

iq

i0

⎤
⎥⎥⎥⎦

(2.92)

In the sweeping process, (id, iq) are set as sweeping variables, and i0 is set to
be zero. Since the three-phase currents are obtained based on the rotor position 𝜃, the
(id, iq) sweep should be combined with rotor position sweep.

ii. (i𝛼 , i𝛽) sweep

The (i𝛼 , i𝛽) sweep is based on the transformation between the three-phase abc
system and the two-phase 𝛼𝛽0 system. The transformation between abc and 𝛼𝛽0 is

⎡
⎢⎢⎢⎣

ia

ib

ic

⎤
⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎣

1 0 1

cos
(

2π
3

)
sin

(
2π
3

)
1

cos
(

4π
3

)
sin

(
4π
3

)
1

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

i𝛼

i𝛽

i0

⎤
⎥⎥⎥⎦

(2.93)

In the sweeping process, (i𝛼 , i𝛽) are set as sweeping variables, and i0 is set to
be zero.

iii. (im, 𝛽) sweep
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For (im, 𝛽) sweep, the three-phase currents are given by

⎧
⎪⎪⎨⎪⎪⎩

ia = im cos(𝛽)

ib = im cos(𝛽 − 2π
3

)

ic = im cos(𝛽 − 4π
3

)

(2.94)

In above three sweep types, current sweeps can be specified by a list of sam-
pling points from 0 to a positive limited value. Required negative sampling points are
obtained by symmetric extension from the positive part. In (im, 𝛽) sweep, number of
intervals for 𝛽 sweep, from 0 to 360 electrical degrees, is required from specification.

Rotational Position Sweep
The module for rotational position sweep is abbreviated as rotational module. In this
module, we need to specify the maximum sweep angle in electrical degrees and the
number of sweeping intervals. Since the rotor position in FEA is usually defined in
mechanical degrees, we need also to specify the number of poles of the machine to
transfer the position from electrical degrees to mechanical degrees. The initial rotor
position in FEA is supposed to be located where the d-axis is aligned with the a-axis
(the axis of phase a).

Combined with a three-phase module, we can setup excitation and position
sweeps for three-phase PM machines. With an additional single-winding module, we
can setup sweeps for three-phase field excited synchronous machines.

Translational Position Sweep
The module of translational (linear motion) position sweep is abbreviated as trans-
lational module. In this module, we need to specify the maximum sweep range in
length unit, and the number of sweep intervals for the sweep range. There are two
motion types for linear motion, one is limited motion which is used for actuators, and
the other is periodic motion which is used for linear machines.

Combined with a three-phase module, we can setup sweeps for three-phase
linear PM machines. Combined with a single-winding module, we can setup sweeps
for actuators.

Transformer Excitation Current Sweep
In a poly-phase transformer, the primary current can be decomposed into two com-
ponents in each phase: the excitation current component and the secondary current
component. In each phase, the secondary current component in the primary winding
is balanced by the current in the secondary winding. The resultant effect of this bal-
ance is to produce leakage flux. The leakage inductance related to this leakage flux
is linear. Therefore, it is not necessary to sweep the secondary current, and only the
excitation current is required to be swept for each phase.

The module of transformer excitation current sweep is abbreviated as trans-
former module. In this module, we need to specify winding names for all primary
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windings and relevant secondary windings. We need also to specify the turn ratio of
the secondary windings to the primary windings. More than one secondary windings
for each phase are allowed, but the turn ratios for all secondary windings must be
specified.

The primary windings specified in transformer module must be defined in a
three-phase module, or single-winding module, for excitation current sweep. In such
a case, the (id, iq) sweep type in the three-phase module is invalid. For a three-limb
three-phase transformer, we can use the three-phase module to setup current sweeps
because the zero-sequence flux will go from the top yoke to the bottom yoke via
outer air space so that the zero-sequence inductance is linear. However, for a five-limb
three-phase transformer, we have to use three single-winding modules for three-phase
current sweeps because the zero-sequence flux will have closed path through the top
and bottom yokes and two side limbs, and the zero-sequence inductance is nonlinear.

2.5.2 Look-Up Table Processing

Based on the combination of various modules, the look-up table is updated when field
simulation is carried out for each sweep. When field simulations for all sweeps are
finished, we obtain a virgin look-up table, which can be further processed to produce
a full look-up table for ROM creation.

Output Types of Look-Up Table
For three-phase windings specified in three-phase module, the default output type for
flux linkages is three-phase abc system. When the three-phase module is combined
with a rotational module, and (id, iq) sweep type is used, we can select one of the
following two output types for the full look-up table:

i. (𝜆d, 𝜆q, 𝜆0): flux linkages in dq0 system;

ii. (Ld, Lq, 𝜆m): dq inductance and d-axis flux linkage by PM.

The flux linkages from FEA simulation are in abc system. When output type is
(𝜆d, 𝜆q, 𝜆0), we need to complete the following transformation

⎡
⎢⎢⎢⎣

𝜆d

𝜆q

𝜆0

⎤
⎥⎥⎥⎦
= C−1

⎡
⎢⎢⎢⎣

𝜆a

𝜆b

𝜆c

⎤
⎥⎥⎥⎦

(2.95)

where

C−1 = 2
3

⎡
⎢⎢⎢⎢⎣

cos(𝜃) cos(𝜃 − 2π
3

) cos(𝜃 − 4π
3

)

sin(𝜃) sin(𝜃 − 2π
3

) sin(𝜃 − 4π
3

)

1
2

1
2

1
2

⎤
⎥⎥⎥⎥⎦

(2.96)
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For (Ld, Lq, 𝜆m) output type, according to the inductance matrix provided by
FEA

Labc =
⎡
⎢⎢⎢⎣

Laa Lab Lac

Lab Lbb Lbc

Lac Lba Lcc

⎤
⎥⎥⎥⎦

(2.97)

the values of Ld and Lq can be obtained from the diagonal elements of the dq0 induc-
tance matrix

Ldq0 = C−1LabcC (2.98)

and 𝜆m is obtained from

𝜆m = 𝜆d − Ldid (2.99)

In matrix Ldq0, due to the slot and saturation effects, the non-diagonal elements
may not be zero, and the 0 and q-axis flux linkages produced by PM may also not
be zero. Ignoring these elements will cause the results based on (Ld, Lq, 𝜆m) output
less accurate. In such a situation, it is meaningless to consider these outputs to be
dependent on rotor position. Therefore, if rotor position is swept, average values over
the range of the position sweep will be adopted for outputs, and the position sweep
information is eliminated to reduce the look-up table size. A small size look-up table
is very important for hardware-in-the-loop controls.

Determination of Zero-Sequence Inductance
In FEA results, the zero-sequence current does not have contribution to three-phase
flux linkages, which can be taken into account by adding zero-sequence inductance
in ROM.

Based on the FEA provided inductance matrix for the three-phase windings
(equation 2.97), the zero-sequence inductance is computed from

L0 = 1
3

∑
j=abc

∑
i=abc

Lij (2.100)

Due to slot effects, the result from equation (2.100) may not be very accurate.
A better way is to use the average value obtained over entire current and position
sweeps. After average zero-sequence inductance is obtained, its related flux linkages
caused by the three-phase currents must be subtracted from the original three-phase
flux linkages.

Extension of Look-Up Table
Since a rotor core normally has symmetric N and S poles, the flux linkage in one
phase will be negatively repeatable in 180◦ (electrical) even though the three-phase
windings are of the fractional-slot type. As long as the three-phase windings are sym-
metric, the flux linkage in one phase can be obtained from another phase by shifting
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the waveform for 120◦. Therefore, for the (im, 𝛽) sweep type, we just need to sweep
the rotor position for 60◦ because the look-up table can be extended based on

⎧
⎪⎪⎨⎪⎪⎩

𝜆a(im, 𝛽, 𝜃 + 60◦) = −𝜆b(im, 𝛽 − 60◦, 𝜃)

𝜆b(im, 𝛽, 𝜃 + 60◦) = −𝜆c(im, 𝛽 − 60◦, 𝜃)

𝜆c(im, 𝛽, 𝜃 + 60◦) = −𝜆a(im, 𝛽 − 60◦, 𝜃)

T(im, 𝛽, 𝜃 + 60◦) = T(im, 𝛽 − 60◦, 𝜃)

(2.101)

Generally, for the (id, iq) sweep type, the rotor position needs to be swept for
120◦, and the look-up table can be extended by

⎧
⎪⎪⎨⎪⎪⎩

𝜆d(id, iq, 𝜃 + 60◦) = 𝜆d(id, iq, 𝜃)

𝜆q(id, iq, 𝜃 + 60◦) = 𝜆q(id, iq, 𝜃)

𝜆0(id, iq, 𝜃 + 120◦) = 𝜆0(id, iq, 𝜃)

T(id, iq, 𝜃 + 60◦) = T(id, iq, 𝜃)

(2.102)

The zero-sequence flux linkage 𝜆0 in equation (2.102) includes triple harmonic
components only. For odd triple (such as 3rd, 9th, …) harmonics, 𝜆0 satisfies

𝜆0(id, iq, 𝜃 + 60◦) = −𝜆0(id, iq, 𝜃) (2.103)

For even triple (such as 6th, 12th, …) harmonics, 𝜆0 satisfies

𝜆0(id, iq, 𝜃 + 60◦) = 𝜆0(id, iq, 𝜃) (2.104)

Usually, in an electrical machine, if the resultant air-gap field is not distorted,
all even harmonics are zero, and 𝜆0 includes only odd triple harmonics. In such cases,
the rotor position just needs to be swept for 60◦, and the look-up table extension for
𝜆0 can be obtained based on equation (2.103). However, if the resultant air-gap field
is seriously distorted, such as in IPM machines, 𝜆0 may include both odd and even
triple harmonics, therefore we need to sweep rotor position for 120◦.

Processing for Skewed Core
If the stator or rotor core is skewed, its effects will not be included in 2D FEA results.
Provided a rotor position sweep is involved, the skew effects can be considered by

f (𝜃) = 1
𝛿 ∫

𝜃+𝛿∕2

𝜃−𝛿∕2
f ′(𝜃)d𝜃 (2.105)

where 𝛿 is the skew angle specified in the rotational module, f′(𝜃) represents any one
output of the look-up table, and f(𝜃) is the modified one.
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Computation of Leakage Inductance for Transformer
Consider a single-phase transformer with one primary winding and m secondary
windings. The inductance matrix from FEA will be

L =

⎡
⎢⎢⎢⎢⎢⎣

L00 L01 ⋯ L0m

L01 L11 ⋯ L1m

⋮ ⋮ ⋱ ⋮

L0m L1m ⋯ Lmm

⎤
⎥⎥⎥⎥⎥⎦

, (2.106)

where index 0 denotes the primary and indexes from 1 to m are for the secondary.
Referring all parameters from the secondary windings to the primary winding, we
get referred inductance matrix as

L′ =

⎡
⎢⎢⎢⎢⎢⎣

L00 r1L01 ⋯ rmL0m

r1L01 r2
1L11 ⋯ r1rmL1m

⋮ ⋮ ⋱ ⋮

rmL0m r1rmL1m ⋯ r2
mLmm

⎤
⎥⎥⎥⎥⎥⎦

, (2.107)

where coefficients r1 to rm are turn ratios for each secondary winding. If any element
of L′ is denoted as L′

ij (i = 0, 1, …, m; j = 0, 1, …, m), we can find the minimum
mutual inductance as

M = min(L′
ij) for (i = 0, 1, ..., m; j = i + 1, ..., m) (2.108)

Then leakage inductance for the primary and all secondary windings will be

li = L′
ii − M for (i = 0, 1, ..., m) (2.109)

Leakage inductances for other phases are computed in the same way. To get
more accurate results, average values are preferred over all sampling points.

2.5.3 Circuit Model Creation

Once the full look-up table is obtained, a circuit model (ROM) can be created.
According to the combination of different sweep modules, various circuit models
can be derived. Below, we just introduce some models for typical applications.

Circuit Model for Rotating Machines
Based on the full look-up table, and the zero-sequence inductance L0, a circuit model
for three-phase PM rotating machines with (id, iq) sweep type can be created as shown
in Figure 2.38.

In Figure 2.38, the current transformation from abc to dq0 is given by

⎡
⎢⎢⎢⎣

id

iq

i0

⎤
⎥⎥⎥⎦
= C−1

⎡
⎢⎢⎢⎣

ia

ib

ic

⎤
⎥⎥⎥⎦

(2.110)
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Figure 2.38 Circuit model for three-phase PM rotating machines.

and the flux linkage transformation from dq0 to abc is expressed as

⎡
⎢⎢⎢⎣

𝜆a

𝜆b

𝜆c

⎤
⎥⎥⎥⎦
= C ⋅

⎡
⎢⎢⎢⎣

𝜆d

𝜆q

𝜆0

⎤
⎥⎥⎥⎦

(2.111)

For each phase, the transformation from flux linkage to induced voltage can be
realized by a circuit in which a current source controlled by the flux linkage signal is
connected in series with an inductor with unit-value inductance. The induced voltage
can be represented by a voltage source controlled by the voltage across the inductor.

The signal across the torque component is speed. To get rotor position from
speed, we need initial rotor position from model specification. The position signal
can be obtained from the speed signal by an integrating circuit, in which a current
source controlled by speed signal is connected in series with a capacitor with unit-
value capacitance. The initial voltage of the capacitor is obtained from the model-
specified initial position, and the voltage across the capacitor represents the position
signal.

Circuit Model for Actuators
The circuit model for actuators is shown in Figure 2.39, where the mechanical through
source is force, and the across source is position. The limit stop model “S” limits the
position within the lower and upper limits.

Circuit Model for Transformers
The circuit model for three-phase transformers in terms of (i𝛼 , i𝛽) sweep type is shown
in Figure 2.40, where the primary and secondary resistances are obtained from model
specifications. Since the look-up table outputs flux linkages directly in abc system,
no further transformation is required.
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Figure 2.39 Circuit model for actuators.

In Figure 2.40, the current transformation from abc to 𝛼𝛽0 is

⎡
⎢⎢⎢⎣

i𝛼

i𝛽

i0

⎤
⎥⎥⎥⎦
= 2

3

⎡
⎢⎢⎢⎢⎢⎣

1 cos
(

2π
3

)
cos

(
4π
3

)

0 sin
(

2π
3

)
sin

(
4π
3

)

1
2

1
2

1
2

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

ia

ib

ic

⎤
⎥⎥⎥⎦

(2.112)

If (im, 𝛽) sweep type is used, the inputs of the look-up table will be

⎧
⎪⎨⎪⎩

im =
√

i2
𝛼
+ i2

𝛽

𝛽 = arctan(i𝛽 , i𝛼)
(2.113)

2.5.4 Application Examples

Two application examples are presented here: one is a 550 W, 8/6 pole switched reluc-
tance motor (SRM), and the other is a 4-pole, 1500 rpm three-phase synchronous PM
generator.
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Figure 2.40 Circuit model for three-phase transformers.
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Figure 2.41 2D FEA model for the switched reluctance motor with only one-phase winding
for current sweep.

For the SRM, the four-phase winding excitations are triggered by 80◦ (elec-
trical) pulse signals with each successive phase lagging 90◦. Hence, when a phase
starts to be triggered, the previous phase has almost finished free wheeling. In such a
case, the mutual effects between adjacent two phases are negligible. Therefore, only
one phase current is swept combining with the rotor position sweep. The 2D FEA
model for the sake of ROM creation is shown in Figure 2.41. The winding current
has 11 uniform sampling points sweeping from 0 to 20 A, and the rotor position has
60 sampling points sweeping from 0 to 60◦ (mechanical) for one rotor pole. The total
number of sampling points is 660.

The circuit connection for four separate one-phase ROMs of 8/6 pole SRM is
shown in Figure 2.42, where the specified initial position for the first ROM is 0, and
those for the other three ROMs increase 90◦ for each successive phase.

The SRM is analyzed by both circuit and FEA simulators with the same DC
voltage excitations of 220 V at the same constant speed of 940 rpm. The simulated
current and torque waveforms from both simulators are compared in Figures 2.43 and
2.44 , respectively.

Figure 2.42 Circuit connection for four separate one-phase ROMs of 8/6 pole SRM.
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Figure 2.43 Simulated current waveforms of the switched reluctance motor for all phases.
(a) FEA simulated waveforms; (b) circuit simulated waveforms.

The 1-pole FEA model of the 4-pole PM generator is shown in Figure 2.45.
The (id, iq) sweep type is used for the stator three-phase current sweep. Both id and iq
have five uniform sampling points sweeping from −20 A to 20 A. The rotor position
has 24 sampling points sweeping from 0 to 120◦ (electrical). The total number of
sampling points is 600.

The generator is simulated at no-load and load conditions by both FEA and cir-
cuit simulators. The simulated no-load induced voltage, load current, and load torque
waveforms from both simulators are compared in Figures 2.46, 2.47, and 2.48, respec-
tively.
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Figure 2.44 Simulated torque waveforms of the switched reluctance motor. (a) FEA
simulated waveforms; (b) circuit simulated waveforms.
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Figure 2.45 One-pole 2D FEA model for the 4-pole PM generator.
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Figure 2.46 Simulated no-load induced voltage waveforms of the PM generator. (a) FEA
simulated waveforms; (b) circuit simulated waveforms.
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Figure 2.47 Simulated load current waveforms of the PM generator. (a) FEA simulated
waveforms; (b) circuit simulated waveforms.
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Figure 2.48 Simulated load torque waveforms of the PM generator. (a) FEA simulated
waveform; (b) circuit simulated waveform.
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CHAPTER 3
MAGNETIC MATERIAL
MODELING

3.1 SHAPE PRESERVING INTERPOLATION
OF B–H CURVES

In finite element analysis (FEA) involving nonlinear magnetic materials, it is nec-
essary to obtain a continuous mathematical representation of a finite set of discrete
measured data for B–H curves. The methodology of such a mathematical representa-
tion falls into two categories: interpolation and approximation.

The term approximation refers to seeking a function best fitted to the given data
set. It is not necessary for the approximated B–H curve, or the fitting curve, to pass
through all given data points.

Interpolation is a special approximation with the interpolant passing through all
specified data points. Shape preserving interpolation means the interpolant maintains
the shape implied in the discrete B–H data, or more clearly, the shape (monotonicity
and convexity) of the curve gained by joining the B–H data by straight line segments
(which we call the “piecewise linear interpolant”) [1].

A typical B–H curve and its derivative are shown in Figure 3.1.
Figure 3.1 shows that the B–H curve has positive convexity when h < hm, and

negative convexity when h > hm. The convexity of a curve can be described by the
monotonicity of its derivative. In general, the properties of the B–H curve shape can
be described by its derivative as:

1. the derivative increases monotonically at first, decreases monotonically after it
reaches its maximum value at hm, then approaches a constant value of 𝜇0;

2. the derivative is greater than, or equal to, 𝜇0 for h ∈ [0, ∞).

If the input B–H data set is given as (h1, b1), (h2, b2),… , (hn, bn), at points
h1 < h2 <… < hn, then according to the above properties, the input data set can be
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Figure 3.1 A typical B–H curve and its derivative.

validated at the very beginning by

⎧
⎪⎨⎪⎩

𝛿i ≥ 𝜇0 i ∈ (1, 2,… , n − 1)

𝛿i ≤ 𝛿i+1 i ∈ (1, 2,… , m − 1)

𝛿i ≥ 𝛿i+1 i ∈ (m,… , n − 2)

(3.1)

where

𝛿i = (bi+1 − bi)∕(hi+1 − hi) i ∈ (1, 2,… , n − 1) (3.2)

and m is the index for 𝛿m, the maximum value of 𝛿i.
In many cases, due to some limitations of measurement conditions, the mea-

sured B–H data may not be saturated enough to reach the free-space permeability 𝜇0.
Therefore, shape preserving extrapolation may also be required [2].

In the following sections, we will introduce some shape preserving interpola-
tion (including extrapolation) schemes. The input B–H data are assumed to have been
validated by (3.1).

3.1.1 Piecewise Linear Interpolation

The simplest shape preserving interpolation is the piecewise linear interpolation. The
interpolant for h inside segment [hi, hi+1], i ∈ (1, 2,… , n −1), is expressed as

f (h) = (1 − t)bi + t bi+1 (3.3)

where

t = (h − hi)∕(hi+1 − hi) (3.4)

which ranges from 0 to 1.
The derivative of interpolant is constant in each segment and is given by (3.2).
The interpolant and its derivative are shown in Figure 3.2. The dB/dH curve
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Figure 3.2 Piecewise linear interpolant and its derivative.

in Figure 3.2 shows that the derivative of the linear interpolant discontinues at each
sampling point, which may cause the Newton–Raphson iteration in FEA not to con-
verge to a smaller error.

When h > hn, an extrapolation is required. According to the shape proper-
ties of B–H curves, when electrical steels get deeply saturated, the slope of the B–H
curve approaches a slope equal to the free-space permeability 𝜇0. Therefore, an often-
heard advice is to extrapolate the B–H curve with a slope equal to 𝜇0 whenever a
point beyond the end of the B–H curve provided by the manufacturer is required (the
red-line extrapolation in Figure 3.2). Another often-used approach is to extend the
B–H curve with the slope of the last two points (the green-line extrapolation in Fig-
ure 3.2). Both approaches are feasible only when the relative permeability of the last
data point provided is close to 1. Otherwise, besides causing large errors, the first
extrapolation approach may also cause the Newton–Raphson iteration to diverge at
large field.

In order for the Newton–Raphson iteration to converge to an error as small
as the specified one, it is desired that the derivative of the interpolant continues
in the whole region: h ∈ [0, ∞), and the extrapolating curve smoothly approaches
to the slope of 𝜇0. Therefore, some more advanced interpolating algorithms are
preferred.

3.1.2 Cubic Spline Interpolation

The cubic spline interpolant for h inside [hi, hi + 1], i ∈ (1, 2,… , n), is expressed
as [3]

f (h) = k00bi + k01Δhiui + k10bi+1 + k11Δhiui+1 (3.5)
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where

⎧
⎪⎪⎨⎪⎪⎩

k00 = 2t3 − 3t2 + 1

k01 = t3 − 2t2 + t

k10 = −2t3 + 3t2

k11 = t3 − t2

(3.6)

Δhi = hi+1 − hi (3.7)

t is obtained from (3.4), and ui, i ∈ (1, 2,… , n), being determined in the pre-
processing, are the derivatives of the interpolant at points hi.

The key issue for the cubic spline interpolation is to determine the discrete
derivatives ui, i ∈ (1, 2,… , n), in the pre-processing. There exist a lot of selections
for ui as long as the following conditions are satisfied:

1. ui ≥ 𝜇0;

2. the discrete derivatives ui increase monotonically for i<m, and decrease mono-
tonically for i > m;

3. the derivative of interpolant in each segment is monotonic.

If ui are selected to be between two values of 𝛿i− 1 and 𝛿i for i ∈ (2,… , n − 1),
the above conditions (1) and (2) can be fulfilled for all internal points. Therefore,

⎧
⎪⎨⎪⎩

ui = 𝛼i𝛿i−1 + (1 − 𝛼i)𝛿ii ∈ (2,… , n − 1)

u1 = 2𝛿1 − u2

un = 2𝛿n−1 − un−1

(3.8)

where 𝛼i satisfies

0 ≤ 𝛼i ≤ 1 (3.9)

and can be initialized as 0.5. In (3.8), if u1 or un < 𝜇0, let u1 or un = 𝜇0. Then ui will
be modified to ensure that condition (3) is fulfilled by verifying the second derivatives
of the interpolant in the segment.

In the derivative increasing region for i from 2 to m − 1, the second derivatives
at two endpoints in all segments should not be negative. Based on (3.5)–(3.7), the
second derivatives of the interpolant at two endpoints in the segment [hi, hi + 1] can
be computed from

{
g0,i = f ′′(hi) = −(4ui + 2ui+1 − 6𝛿i)∕Δhi

g1,i = f ′′(hi+1) = (2ui + 4ui+1 − 6𝛿i)∕Δhi

(3.10)

In this segment, ui and/or ui + 1 will be modified to ensure both g0,i ≥ 0 and
g1,i ≥ 0, retaining g1,i − 1 ≥ 0 (for the previous segment [hi − 1, hi]).

First, ui and/or ui + 1 are modified to ensure g0,i ≥ 0. If g0,i < 0, the selected ui
is too large. In such a case, we can decrease ui by letting g0,i = 0. Decreasing ui will
cause g1,i − 1 to decrease. If g1,i − 1 < 0, which means ui is over modified, then we
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can increase ui by letting g1,i − 1 = 0. Increasing ui will cause g0,i to become negative
again, but it has been improved, compared with the original situation. In such a case,
we can modify ui + 1 by letting g0,i = 0.

Then, ui + 1 is modified by letting g1,i = 0 if g1,i < 0. In such a case, g0,i is
positive. Decreasing ui + 1 will cause g0,i to decrease, but g0,i will not decrease to a
negative value.

In the above two steps, condition (3.9) must always be satisfied.
Now, we will continue to work with the next segment until i reaches m − 1.
In a similar way, ui can be modified to ensure that the second derivative of

interpolant in each segment is not positive in the derivative decreasing region where
i > m.

3.1.3 Quadratic Spline Interpolation

The quadratic spline interpolation is also based on the pre-selected discrete derivative
set. For quadratic spline interpolation, the second derivative of interpolant is constant
in each segment. In (3.10), let g0,i = g1,i, we obtain

0.5ui + 0.5ui+1 = 𝛿i (3.11)

Equation (3.11) gives a constraint for each segment [4]. For n points of a dis-
crete derivative set, there are n − 1 constraints. Therefore, only one derivative is able
to be freely selected. In such a case, it is almost impossible to retain the basic prop-
erties of B–H curve by properly selecting the derivatives for each sampling point.

If we add one knot in the center of each segment, and denote the derivative of
the center knot as uic, due to linear interpolation for derivatives in each half segment,
the constraint (3.11) becomes

0.25ui + 0.5uic + 0.25ui+1 = 𝛿i (3.12)

Then, the derivatives in all sampling points can be freely selected. Free selection
of discrete derivatives makes it possible to preserve monotonicity and convexity for
input data.

The field and derivative values of the center knot can be obtained by

⎧
⎪⎨⎪⎩

hic = 0.5(hi + hi+1)

uic = 2𝛿i − 0.5(ui + ui+1)

bic = bi + 0.5(ui + uic)(hic − hi)

(3.13)

It can be proved that if the discrete derivative set is selected based on the same
algorithm described in Section 3.1.2, uic will be between (ui, ui + 1), and the derivative
of interpolant is monotonic in the segment.

Based on the discrete data at two endpoints and one center knot in each segment,
we can get b from h, h ∈ [hi, hi + 1], as

b =

{
bi + ui(h − hi) + 0.5g0,i(h − hi)

2 h < hic

bic + uic(h − hic) + 0.5g1,i(h − hic)2 h ≥ hic

(3.14)
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where g0,i and g1,i are constant second derivatives of the interpolants in each half
segment, and are given by

{
g0,i = (uic − ui)∕(hic − hi)

g1,i = (ui+1 − uic)∕(hi+1 − hic)
(3.15)

We can extend the B–H curve by quadratic extrapolation, or linear extrapolation
for the derivative data (hi, ui), i ∈ (1, 2,… , n). One more point can be added at the
end where the extended derivative curve reaches 𝜇0. Beyond the new last point, the
derivative curve is extended with the constant 𝜇0. The data of the new last point can
be assigned as

⎧
⎪⎨⎪⎩

hn+1 = hn + (𝜇0 − un)∕g1,n−1

un+1 = 𝜇0

bn+1 = bn + 0.5(un + un+1)(hn+1 − hn)

(3.16)

The quadratic interpolant and its derivative based on the same sampling points
for linear interpolation in Figure 3.2 are shown in Figure 3.3, and Figure 3.4 shows
the extrapolation of the B–H curve and its derivative.

We can also get h from b, b ∈ [bi, bi + 1], as

h =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

hi +
2(b − bi)

ui +
√

ui
2 + 2g0,i(b − bi)

b < bic

hic +
2(b − bic)

uic +
√

uic
2 + 2g1,i(b − bic)

b ≥ bic

(3.17)
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Figure 3.3 Quadratic interpolation B–H curve and its derivative.
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extrapolation, the red line for 𝜇0 extrapolation).

Equation (3.17) is obtained from h = f−1(b), which means both (3.14) and
(3.17) are based on the same B–H and derivative curves. This property is very impor-
tant when it is required to get b from h, and get h from b, alternately in an iteration
algorithm.

3.2 NONLINEAR ANISOTROPIC MODEL

Anisotropic behavior is often encountered not only in the grain oriented but also in
the laminated grain non-oriented magnetic cores in electromagnetic devices.

One commonly used model for anisotropic material is called the elliptical
model [5, 6]. This model derives the permeability in the principal directions directly
from the relevant B–H curves based on the magnitude of the applied magnetic field. If
a two-dimensional (2D) magnetic field with constant magnitude is applied in differ-
ent directions, the permeability of each principal direction is constant and, therefore,
the vector of the flux density traces an ellipse. However, as reported in [7], this model
does not provide good accuracy.

The co-energy model for grain-oriented steels [8] utilizes the stored co-energy
density over the Hx–Hy plane based on four B–H curves. Two of the curves correspond
to the applied field in the two principal directions of the 2D plane, and the other
two curves correspond to the B components in tangent and normal directions to the
applied field at 55◦ to the rolling direction. Whenever necessary, the flux density B
can be recovered as the gradient of the co-energy density. For three-dimensional (3D)
anisotropic problems, it is difficult to define the B–H curves at 55◦.

Another method for modeling grain-oriented steel incorporates a far larger
number of magnetization curves [7]. The steel is cut into strips in 10◦ steps with
respect to the rolling direction and tested to get B–H curves in 10 different directions.
These curves are then used in numerical computation. Obviously, this method has the
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following drawbacks: (i) the difference in the directions of B and H cannot be con-
sidered, therefore, the method is only suitable for problems where the B components
orthogonal to H are negligible; (ii) it is not convenient to obtain B–H curves in so
many directions; (iii) it is difficult to expand the method to 3D nonlinear anisotropic
problems.

In this section, based on the elliptical model, an improved anisotropic model
is introduced for nonlinear anisotropic soft materials [9]. This model requires only
B–H curves in the principal directions—two for 2D or three for 3D. Such curves are
normally provided directly by the manufacturers. Furthermore, lamination effects are
also represented in the model.

3.2.1 Improved Anisotropic Model

If a magnetic field is applied in a principal direction in a nonlinear anisotropic soft
material with negligible hysteresis, the directions of H and B are the same and the
magnitude of the applied magnetic field H and of the flux density B simply follow
the relevant B–H curve. However, when H is applied in any other direction, B and H
are no longer parallel.

Based on the fact that the application of the same magnitude of H in different
principal directions will cause different levels of magnetic saturation, the proposed
model refers all components of H to the principal directions. An equivalent magni-
tude of the magnetic field is introduced in each principle direction to consider both
anisotropy and the cross effects of different directions due to nonlinearity. The equiv-
alent magnitudes in the x, y, and z directions are computed as

⎧
⎪⎪⎨⎪⎪⎩

Hx
e =
√

Hx
2 + (kxyHy)2 + (kxzHz)

2

Hy
e =
√

(kyxHx)2 + Hy
2 + (kyzHz)

2

Hz
e =
√

(kzxHx)2 + (kzyHy)2 + Hz
2

(3.18)

The referring coefficients in (3.18) are defined as

⎧
⎪⎨⎪⎩

kxy = 1∕kyx = Wy
m∕Wx

m

kxz = 1∕kzx = Wz
m∕Wx

m

kyz = 1∕kzy = Wz
m∕Wy

m

, (3.19)

where the magnetic co-energy densities Wx
m, Wy

m, and Wz
m are obtained from the W–H

curves at the magnitude Hm of the applied field H as shown in Figure 3.5. The W–H
curve in Figure 3.5 is obtained by integrating the corresponding B–H curve.
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Figure 3.5 Permeability and W–H curve for axis x (or y or z by replacing x by y or z).

The permeability in each principal direction is obtained in terms of the
corresponding equivalent magnetic field magnitudes, He

x, He
y, or He

z, and is
expressed as

⎧
⎪⎨⎪⎩

𝜇fx = Bx
(
Hx

e

)
∕Hx

e

𝜇fy = By
(
Hy

e

)
∕Hy

e

𝜇fz = Bz
(
Hz

e

)
∕Hz

e

(3.20)

where Bx(⋅), By(⋅), and Bz(⋅) represent the B–H curves in x-, y-, and z-axes,
respectively.

Finally, the flux density B is calculated from

B = [𝜇] ⋅ H, (3.21)

where [𝜇] is the permeability tensor

[𝜇] =
⎡
⎢⎢⎢⎣

𝜇fx 0 0

0 𝜇fy 0

0 0 𝜇fz

⎤
⎥⎥⎥⎦

(3.22)

If all referring coefficients in (3.19) are assigned to be 1, all equivalent field
magnitudes in (3.18) are the same, and the proposed model is degenerated into the
elliptical model [5, 6].

3.2.2 Lamination Effects

For the sake of generality, this improved model can also take lamination effects into
account. Assume the steel is laminated in the z direction, that is, the magnetic paths in
the x- and y-axes are performed by the parallel connection of the iron and insulation
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parts of laminations, and that in the z-axis is in series connection. Therefore, the field
intensities of the iron part in the x and y directions are the same as the applied ones, but
that in the z direction should be scaled by a factor k𝜇z < 1 due to the series connection.
Hence, the equivalent magnitudes of the field intensities for the lamination iron, in
(3.20), are computed from

⎧
⎪⎪⎨⎪⎪⎩

Hx
e =
√

Hx
2 + (kxyHy)2 + (kxzk𝜇zHz)

2

Hy
e =
√

(kyxHx)2 + Hy
2 + (kyzk𝜇zHz)

2

Hz
e =
√

(kzxHx)2 + (kzyHy)2 + (k𝜇zHz)
2

, (3.23)

where

k𝜇z =
𝜇0

(1 − klam)𝜇fz + klam𝜇0
(3.24)

with klam being the stacking factor of the lamination, which is 1 for solid steels.
The permeability tensor considering the lamination effects for (3.21) is

[𝜇] =
⎡
⎢⎢⎢⎣

𝜇x 0 0

0 𝜇y 0

0 0 𝜇z

⎤
⎥⎥⎥⎦

, (3.25)

where

⎧
⎪⎨⎪⎩

𝜇x = klam𝜇fx + (1 − klam)𝜇0

𝜇y = klam𝜇fy + (1 − klam)𝜇0

𝜇z = k𝜇z𝜇fz

. (3.26)

Equation (3.25) becomes (3.22) when klam = 1. Therefore, (3.25) is valid for
both solid and laminated cores.

The result of (3.24) depends on (3.20), which in turn depends on (3.23)
and (3.24). Therefore, a simple iterative process is required. Figure 3.6 shows the
flowchart of the iterative process. In general, this iterative process completes in just
a couple of iterations with the initial value of k𝜇z = 1.0.

A non-oriented electrical steel, Armco M-15 with stacking factor of 0.95, is
simulated with a magnetic field applied in directions 0◦ (x-axis), 55◦ (relative to the
x-axis toward the z-axis) and 90◦ (z-axis, i.e., the lamination direction). Since the
material is isotropic, all referring coefficients from (3.19) are unity. For each applied
field in the above three different directions, the flux density can be computed from
(3.21), where [𝜇] is determined by (3.25) and (3.26). In this way, B–H curves for the
above three directions can be accurately obtained, as shown in Figure 3.7. Since B
and H are not in the same direction when field H is applied in 55◦, curves labeled
with 55T and 55N denote the B components in the tangent and normal directions of
H, respectively.
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Figure 3.6 The iterative process to determine k𝜇z.
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Figure 3.7 Numerical experiment results applying a magnetic field at 0◦, 55◦, and 90◦ in
M-15 non-oriented steel. T and N denote the tangential and normal directions, respectively.
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Figure 3.8 Comparison between the numerical experiment and the computed results by the
proposed model and the elliptical model.

Now, if the stacked core is treated as an anisotropic solid core with klam = 1,
the B–H curves simulated from the stacked core, shown in Figure 3.7 can be used as
measured data for the anisotropic solid core. This method is regarded as numerical
experiment. Using the B–H curves in the principal directions at 0◦ and 90◦ from the
numeric experiment as the input data, we can simulate the B–H curves at 55◦ by
the proposed anisotropic model described in Section 3.2.1. Thus, the simulated B–H
curves at 55◦ can be validated by those from the numeric experiment.

The purpose of this simulation is to see how well the computed results match
experimental data at the critical direction 55◦ [7, 8]. The computed results of the B
components in the tangent and normal directions of H are compared with the numer-
ical experiment data in Figure 3.8. For the sake of comparison, the computed results
obtained by the elliptical model in [5, 6] are also given in Figure 3.8. It can be seen
that the proposed model is much more accurate than the elliptical model.

3.2.3 Jacobian Matrix

The nonlinear anisotropic model introduced in the previous sections can be incorpo-
rated into a finite element Newton–Raphson iteration scheme where the flux density
is computed from

B = B0 + [𝜇̃] ⋅ (H − H0), (3.27)

where B0 and H0 denote the previous field solution, and [𝜇̃] is the Jacobian matrix
expressed as

[𝜇̃] = dB∕dH = [Δ𝜇̃] + [𝜇] (3.28)
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Note that [Δ𝜇̃] in (3.28) is in general a full tensor. For laminations with
anisotropic steel, [Δ𝜇̃] can be derived as

[Δ𝜇̃] = A ⋅

⎡
⎢⎢⎢⎣

Δ𝜇̃fx ⋅ axbx Δ𝜇̃fx ⋅ axby Δ𝜇̃fx ⋅ axbz

Δ𝜇̃fy ⋅ aybx Δ𝜇̃fy ⋅ ayby Δ𝜇̃fy ⋅ aybz

0 0 0

⎤
⎥⎥⎥⎦

+C ⋅

⎡
⎢⎢⎢⎣

Δ𝜇̃fx ⋅ cxdx Δ𝜇̃fx ⋅ cxdy Δ𝜇̃fx ⋅ cxdz

Δ𝜇̃fy ⋅ cydx Δ𝜇̃fy ⋅ cydy Δ𝜇̃fy ⋅ cydz

Δ𝜇̃fz ⋅ czdx Δ𝜇̃fz ⋅ czdy Δ𝜇̃fz ⋅ czdz

⎤
⎥⎥⎥⎦

, (3.29)

where

⎧
⎪⎨⎪⎩

Δ𝜇̃fx = 𝜇̃fx − 𝜇fx = 𝜕Bx∕𝜕Hx
e − Bx

e∕Hx
e

Δ𝜇̃fy = 𝜇̃fy − 𝜇fy = 𝜕By∕𝜕Hy
e − By

e∕Hy
e

Δ𝜇̃fz = 𝜇̃fz − 𝜇fz = 𝜕Bz∕𝜕Hz
e − Bz

e∕Hz
e

(3.30)

⎧
⎪⎪⎨⎪⎪⎩

ax =
Hx

kxz

𝜕kxz

𝜕Hm
= −

Hx

kzx

𝜕kzx

𝜕Hm
=

Hx

kxz

Bz
m − kxzB

x
m

Wx
m

ay =
Hy

kyz

𝜕kyz

𝜕Hm
= −

Hy

kzy

𝜕kzy

𝜕Hm
=

Hy

kyz

Bz
m − kyzB

y
m

Wy
m

(3.31)

⎧
⎪⎨⎪⎩

bx = 𝜕Hm∕𝜕Hx = Hx∕Hm

by = 𝜕Hm∕𝜕Hy = Hy∕Hm

bz = 𝜕Hm∕𝜕Hz = Hz∕Hm

(3.32)

⎧
⎪⎨⎪⎩

cx = Hx∕Hz
e

cy = Hy∕Hz
e

cz = kmuz
2Hz∕Hz

e

(3.33)

⎧
⎪⎨⎪⎩

dx = cx∕kxz
2 − bxkac

dy = cy∕kyz
2 − bykac

dz = cz − bzkac

(3.34)

and

kac = axcx∕kxz
2 + aycy∕kyz

2 (3.35)

A = klam (3.36)
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C =
klam

1 + cz
2(Δ𝜇̃fz∕𝜇0)(1 − klam)∕k𝜇z

(3.37)

For laminations with isotropic steel, where all referring coefficients from (3.19)
are one, we have

ax = ay = kac = 0 (3.38)

dx = cx, dy = cy, dz = cz (3.39)

Therefore,

[Δ𝜇̃] = C ⋅ Δ𝜇̃f

⎡
⎢⎢⎢⎣

cx
2 cxcy cxcz

cxcy cy
2 cycz

cxcz cycz cz
2

⎤
⎥⎥⎥⎦

(3.40)

It can be seen from (3.28) and (3.40) that for laminations with isotropic steel,
[𝜇̃] is a symmetric tensor.

The model is implemented in a 3D FEA solver using the T–Ω formulation. Sta-
ble convergence of the Newton–Raphson algorithm is ensured by utilizing an adaptive
relaxation factor.

3.2.4 Case Study: Synchronous Reluctance Motor

Figure 3.9 displays a 400 W 4-pole synchronous reluctance motor with axially lam-
inated anisotropic rotors. To make material property assignment easy, it is conve-
nient to use a cylindrical coordinate system fixed to the rotor. In such a case, the

r

z

𝜃

Figure 3.9 The structure of a 400 W 4-pole synchronous reluctance motor with axially
laminated anisotropic rotor.
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Figure 3.10 Three-phase current waveforms when the rotor rotates with a slip of 150 rpm.

lamination direction is in the radial direction r shown in Figure 3.9. Due to periodic
and symmetry conditions, only one-fourth of the arrangement is analyzed.

The air-gap torque at rated voltage varying with the torque angle is computed
based on the slip method. The torque angle is defined as the phase difference between
the phasors of the phase voltage and the phase induced voltage. The torque angle can
be adjusted by a small slip speed.

A three-phase 110 V, 60 Hz voltage source is applied to the three-phase wind-
ing of the motor, creating a rotating field with synchronous speed of 1800 rpm. The
rotor is forced to rotate at a speed of 1650 rpm, a little lower than the synchronous
speed. The performance of the motor is analyzed in one slip period, from 0 to 0.2 s,
corresponding to 5 Hz slip frequency, or 150 rpm slip speed.

The computed three-phase currents are shown in Figure 3.10. The current
amplitude varies between 2 A and 6 A, corresponding to rotor positions when the
d-axis is aligned with or perpendicular to the axis of the stator rotating field. The
d-axis and q-axis reactances, xd and xq, are derived from the ratio of the winding
flux linkage to the winding current at these two special positions. Table 3.1 shows
the computed results of xd and xq. Notice that xd and xq are nonlinear, and the val-
ues are only valid for a certain condition. The magnetic field distribution for the xd
computation is shown in Figure 3.11.

The computed air-gap torque varying with the torque angle is shown in Fig-
ure 3.12. We can see that the torque is not zero when the torque angle is zero. This

TABLE 3.1 Computed d-axis and
q-axis reactances

xd xq

77.0 ohms 25.6 ohms
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Figure 3.11 The d-axis magnetic field distribution.

is due to the effects of the stator winding resistance. We can also observe that the
computed torque curve includes harmonics due to the effect of slots during slip oper-
ation. In reality, the curve is smoother because the average torque should be derived
over one period at synchronous speed. The real torque curve can be obtained by field
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Figure 3.12 Computed air-gap torque varying with the torque angle. The torque angle
varies from 0 to 180 electric degrees as time changes from 0.1 to 0.2 s.
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analysis at synchronous speed for various torque angles. Of course, this will signifi-
cantly increase the computation time.

3.3 DYNAMIC CORE LOSS ANALYSIS

In order to predict core loss in transient FEA in the design of magnetic power devices
such as inductors, transformers, and electric machines, it is required to calculate core
loss in the time domain. While approaches exist for loss computation in power devices
in the frequency domain, an appropriate method for core loss computation in the time
domain remains unclear.

In the frequency domain, loss separation is widely used with problems involv-
ing magnetic laminations. Loss separation breaks the total core loss into static hys-
teresis loss Ph, classical eddy current loss Pc, and excess loss Pe [10]

Pv = Ph + Pc + Pe

= kh fB𝛽m + kc( f Bm)2 + ke( f Bm)1.5
(3.41)

Given the coefficients kh, kc, ke, and the parameter 𝛽, the total core loss per unit
volume Pv in the frequency domain can be calculated in terms of peak magnetic flux
density Bm and frequency f. When this approach is applied to the time domain, the
computation of the eddy current loss and the excess loss is straightforward. However,
the computation of hysteresis loss is still difficult.

With ferrite materials, a well-known empirical approach proposed by Steinmetz
a century ago is normally used

Pv = Cmf 𝛼B𝛽m, (3.42)

where Cm, 𝛼, and 𝛽 are empirical parameters obtained from experimental measure-
ment under sinusoidal excitation [11]. This approach is also suitable in the frequency
domain only.

In the following sections, a time domain dynamic hysteresis model is devel-
oped for soft magnetic and power ferrite materials based on the idea of an equivalent
elliptical loop (EEL). First, the model is introduced as “post processing,” that is, the
effects of the core loss on the transient magnetic field are not taken into account [12].
This model is able to consider the effects of minor loops and predicts instantaneous
hysteresis loss with good accuracy. In addition, the required parameters in the model
are the same as those required in the frequency domain approaches (3.41) and (3.42).
These parameters are either directly available from manufacturers or can be easily
extracted from standard loss curves under sinusoidal excitation.

Then, the effects of the lamination core loss on the 3D transient magnetic field
are considered by introducing an additional field component in lamination regions
when using the T--Ω method [13]. This additional field component is derived from
the total instantaneous core loss including the static hysteresis loss and excess loss. An
iteration algorithm is developed to ensure that the iteration of solving this additional
field component does not affect the convergence of the Newton–Raphson iteration.
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The effects of classical eddy current loss can be taken into account by directly solving
the field equation with modified permeability in the lamination region [14].

3.3.1 Dynamic Core Loss Model

A typical value of hysteresis loss parameter 𝛽 in (3.41) is 2. In this case, the mag-
netic field H in a static hysteresis loop can be decomposed into two components: a
reversible component Hrev and an irreversible component Hirr. As a result, hysteresis
loss can be computed by

Ph = 1
T ∫

T

0
(Hrev + Hirr)

dB
dt

dt

= 1
T ∫

T

0
Hirr

dB
dt

dt

(3.43)

The reversible component can be directly obtained from the normal B–H curve
without considering a hysteresis loop. In fact, Hrev is related to the reactive power in
the material and Hirr is associated with the hysteresis loss. Consequently, the instan-
taneous hysteresis loss is

ph(t) = Hirr
dB
dt

(3.44)

Equation (3.44) indicates that the key to computing ph(t) is the procedure used
to obtain Hirr. Figure 3.13 defines an EEL in which Hirr is evaluated by tracing an
elliptical loop having the same area as that of the original hysteresis loop.

The ellipse in Figure 3.13 can be described as
{

B = Bm sin(𝜃)

Hirr = Hm cos(𝜃)
(3.45)

where Bm is directly obtained from a historical record of the flux density and Hm is
determined by requiring that the core loss calculated in the time domain must be the
same as that obtained in the frequency domain under the same sinusoidal excitation.
From (3.43) and (3.45), the time-average hysteresis loss with sinusoidal excitation is

Ph = Hm ⋅ Bm ⋅ 2πf ⋅
1
T ∫

T

0
cos2(2πft)dt

= Hm ⋅ Bm ⋅ πf

(3.46)

Let (3.46) be equal to the frequency domain solution of Ph = kh f Bm
2. Then

we have

Hm = 1
π

kh ⋅ Bm (3.47)
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Figure 3.13 The equivalent elliptical loop (EEL) having the same area as the original
hysteresis loop.

Thus,

Hirr =
1
π

kh ⋅ Bm cos(𝜃) (3.48)

With a similar procedure, the eddy current loss and excess loss in the time
domain can be expressed as, respectively,

pc(t) = 1
2π2

kc ⋅
(dB

dt

)2
(3.49)

and

pe(t) = 1
Ce

ke ⋅
||||
dB
dt

||||
1.5

(3.50)

Ce = 8.763363 is from the numerical integration of

Ce = (2π)1.5 ⋅
2
π ∫

π
2

0
cos1.5𝜃d𝜃 (3.51)

For the more general case of 𝛽 ≠ 2 in (3.41), (3.48) is extended to

Hirr = ± 1
C𝛽

kh ⋅ |Bm cos(𝜃)|𝛽−1, (3.52)
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where Hirr takes the same sign as dB/dt and

C𝛽 = 4 ∫
π
2

0
cos𝛽𝜃d𝜃 (3.53)

As expected, (3.52) becomes (3.48) with C𝛽 = π when 𝛽 = 2.
To obtain Bm from the history record of stored elliptical loops, two rules are

applied. One is the wiping-out rule: all ellipses inside the current ellipse are wiped
out. The other rule is that if a smaller ellipse (minor loop) is created, the current
ellipse is pushed into the recorded ellipse list and the new smaller ellipse is taken as
the current ellipse.

In the same way, based on the Steinmetz equation (3.42), the core loss for ferrite
material in the time domain is derived as

pv(t) = |K| ⋅ ||||
dB
dt

||||
𝛼

(3.54)

where

K = ± 1
C𝛼𝛽

Cm ⋅ |Bm cos(𝜃)|𝛽−𝛼 (3.55)

C𝛼𝛽 = (2π)𝛼 ⋅
2
π ∫

π
2

0
cos𝛽𝜃d𝜃 (3.56)

When 𝛼 = 1, K has the measure of the magnetic field H, and (3.54) becomes
(3.44). In this case, only the hysteresis loss component is considered and K becomes
Hirr.

In the 3D case, the scalar model (3.44), (3.49), and (3.50) for soft materials is
modified as

ph(t) =
⎧
⎪⎨⎪⎩

||||Hx
dBx

dt

||||

2
𝛽

+
|||||
Hy

dBy

dt

|||||

2
𝛽

+
||||Hz

dBz

dt

||||

2
𝛽

⎫
⎪⎬⎪⎭

𝛽

2

(3.57)

pc(t) = 1
2π2

kc ⋅

{(
dBx

dt

)2

+
(dBy

dt

)2

+
(

dBz

dt

)2
}

(3.58)

pe(t) = 1
Ce

ke ⋅

{(
dBx

dt

)2

+
(dBy

dt

)2

+
(

dBz

dt

)2
}0.75

(3.59)

For ferrite materials, the 3D model based on components pvx, pvy, and pvz, from
(3.54) are expressed as

pv(t) =
{

(pvx)2∕𝛽 + (pvy)2∕𝛽 + (pvz)
2∕𝛽}𝛽∕2

(3.60)

Equations (3.57) –(3.60) can also be used for 2D core loss computation when
the z component is set to zero.
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3.3.2 Core Loss Effects on Magnetic Fields

Basic Field Equation
When the effects of lamination core loss on magnetic field are taken into account, the
magnetic field H consists of the following components

H = Hre + Hp = Hs + T + ∇Ω (3.61)

where Hs corresponds to all exciting current sources, T is the vector electric potential
representing eddy currents in conducting regions, Ω is the scalar magnetic potential
[15, 16],

Hre = H − Hp = [𝜇]−1B (3.62)

is the reversible component of the magnetic field associated with normal B–H curve
without hysteresis loop, the permeability tensor [𝜇] is anisotropic in lamination
regions (3.25), and

Hp = Hpc + Hph + Hpe (3.63)

is an irreversible additional field component which is introduced to consider the
effects of the total core loss on H field. Here Hph, Hpc, and Hpe are associated with
individual effect of static hysteresis loss, classical eddy current loss, and excess loss,
respectively.

According to basic field equations

⎧
⎪⎨⎪⎩

∇ × E = −𝜕B
𝜕t

∇ ⋅ B = 0
(3.64)

and (3.61) and (3.62), we can get the T--Ω formulation as [15]

⎧
⎪⎨⎪⎩

∇ × ([𝜎]−1∇ × T) + 𝜕

𝜕t
[𝜇](T + ∇Ω) = − 𝜕

𝜕t
[𝜇](Hs − Hp)

∇ ⋅ [𝜇](T + ∇Ω) = −∇ ⋅ [𝜇](Hs − Hp)
, (3.65)

where Ω is the magnetic scalar potential (MSP) in the whole domain and T is the
electrical vector potential (EVP) in the conducting region.Unlike the source compo-
nent Hs that is either known or solved together with voltage and/or coupled circuit
equations, the component Hp, consisting of Hpc, Hph, and Hpe, is unknown. These
unknown components can be solved by iteration, or solved together with T and Ω.

In solid conductor regions, the conductivity tensor [𝜎]in (3.65) is isotropic as
given below

[𝜎] =
⎡
⎢⎢⎢⎣

𝜎 0 0

0 𝜎 0

0 0 𝜎

⎤
⎥⎥⎥⎦

(3.66)
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Figure 3.14 Eddy current produced by the normal component of flux density.

Effects of Eddy Current Loss Caused by the Normal Component
of Flux Density
When the normal flux density component in the z direction Bz changes, an eddy cur-
rent field distributed in the x–y plane will be produced, as shown in Figure 3.14.

The equivalent conductivity tensor in lamination regions is anisotropic, and can
be expressed as

[𝜎] =
⎡
⎢⎢⎢⎣

klam𝜎 0 0

0 klam𝜎 0

0 0 𝜎min

⎤
⎥⎥⎥⎦

(3.67)

where klam is the lamination factor, and 𝜎min, the minimum conductivity limit, is used
to ensure that the system equation is non-singular.

After the lamination eddy current related electric vector potential Te is solved
in whole lamination region by (3.65), the tangential eddy current Je is computed from

Je = ∇ × Te (3.68)

and the loss density is

pe =
Je ⋅ Je

klam𝜎
(3.69)

Effects of Eddy Current Loss Caused by the Tangential Components
of Flux Density
When the flux density components Bx and/or By, tangential to the lamination plane,
alternate, the produced eddy current field is bounded inside each lamination, as shown
in Figure 3.15.

The effects of eddy current produced by the tangential flux components can be
considered by means of an equivalent magnetic field component Hpc, which can be
computed from the eddy current core loss. From (3.49), the dynamic eddy current
core loss per unit volume can be express in the vector form as

pc(t) = [k]
𝜕B
𝜕t

⋅
𝜕B
𝜕t

(3.70)
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Figure 3.15 Eddy current produced by the tangential components of flux density.

where tensor [k] is defined as

[k] =
kc

2π2

⎡
⎢⎢⎢⎣

1 0 0

0 1 0

0 0 0

⎤
⎥⎥⎥⎦

(3.71)

On the other hand, the eddy current core loss per unit volume can be expressed
as

pc(t) = Hpc ⋅
𝜕B
𝜕t

(3.72)

Therefore, the equivalent magnetic field component Hpc caused by the eddy
current loss is

Hpc = [k]
𝜕B
𝜕t

(3.73)

Effects of Hysteresis Loss
In the time domain, the hysteresis core loss can be calculated based on the equivalent
magnetic field component Hph, as

ph(t) = Hph ⋅
𝜕B
𝜕t

(3.74)

Each coordinate component of Hph can be independently computed by the EEL
as

Hph = ±Hm

√
1 − (B
/

Bm)
2 = ±

kh

π

√
B2

m − B2, (3.75)

where “+” and “−” correspond to the ascending and descending branch, respectively.

Effects of Excess Loss
From (3.48), the excess core loss can be expressed in the time domain in the vector
form as

pe(t) =
ke

Ce

[(
𝜕B
𝜕t

)
m

]−0.5 𝜕B
𝜕t

⋅
𝜕B
𝜕t

, (3.76)
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where Ce is obtained from (3.51), and

(
𝜕B
𝜕t

)
m
=

√(
𝜕Bx

𝜕t

)2

+
(
𝜕By

𝜕t

)2

+
(
𝜕Bz

𝜕t

)2

(3.77)

Comparing (3.76) with

pe(t) = Hpe ⋅
𝜕B
𝜕t

(3.78)

we get

Hpe =
ke

Ce

[(
𝜕B
𝜕t

)
m

]−0.5 𝜕B
𝜕t

(3.79)

3.3.3 Implementation of Core Loss Effects

Eddy Current Loss Effects
The discrete format of (3.73) is

Hpc = [k]
B − B0

Δt
, (3.80)

where B0 is the field solution of the previous time step.
From (3.61)–(3.63) and (3.80), we have

H = [𝜇]−1B +
(

[k]
B − B0

Δt
+ Hph + Hpe

)

= [𝜇eq]−1B + H′
p

, (3.81)

where

[𝜇eq] =
⎡
⎢⎢⎢⎣

𝜇x∕k𝜇x 0 0

0 𝜇y∕k𝜇y 0

0 0 𝜇z

⎤
⎥⎥⎥⎦

(3.82)

is the equivalent permeability tensor, and

H′
p = Hpc0 + Hph + Hpe (3.83)

with

⎧
⎪⎪⎨⎪⎪⎩

k𝜇x = 1 +
kc 𝜇x

2π2Δt

k𝜇y = 1 +
kc 𝜇y

2π2Δt

(3.84)

and

Hpc0 = −[k]B0∕Δt (3.85)
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With the introduction of the equivalent permeability, (3.65) can be rewritten as

⎧
⎪⎨⎪⎩

∇ × ([𝜎]−1∇ × T) + 𝜕

𝜕t
[𝜇eq](T + ∇Ω) = − 𝜕

𝜕t
[𝜇eq](Hs − H′

p)

∇ ⋅ [𝜇eq](T + ∇Ω) = −∇ ⋅ [𝜇eq](Hs − H′
p)

(3.86)

After (3.86) has been solved, H and B can be further obtained by
{

H = Hs + T + ∇Ω

B = [𝜇eq](H − H′
p)

(3.87)

Hysteresis and Excess Loss Effects
The impact of the eddy current loss component on field solutions has been directly
incorporated into the original field equations in terms of the equivalent permeability
[𝜇eq] and the modified eddy current loss field component Hpc0 without involving an
iteration process. To further take into account the effects of the other two components:
hysteresis loss component in terms of Hph and the excess loss component in terms of
Hpe, an iterative procedure can be applied.

If the flux density at time t0 is B0, and the corresponding field components
due to hysteresis and excess core losses are Hph0 and Hpe0, respectively (the starting
values for Hph0 and Hpe0 are 0 because the relevant losses at t = 0 are 0), then the
total equivalent irreversible field component at time t0 is

H′
p0 = Hpc0 + Hph0 + Hpe0 (3.88)

and the flux density B1 and field component H′
p1

H′
p1 = Hpc0 + Hph1 + Hpe1 (3.89)

at time t1 with time step of Δt = (t1 – t0) can be solved through the following process:

1. Let H′
p = H′

p0, which is obtained from (3.88), solve the nonlinear equations
of (3.86) based on Newton–Raphson iteration, get flux density B1 by (3.87);

2. Freeze material properties [𝜇eq] at the solved field point B1, that is, linearize
all nonlinear materials using 𝜇 = B1/H1;

3. Get H′
p1 from B1 based on (3.89);

4. If the error between H′
p and H′

p1 is not acceptable, let H′
p = H′

p1, solve linear
equation of (3.86) based on the frozen material parameters, get flux density B1,
go back to 3;

5. If the error between H′
p and H′

p1 is acceptable, stop the process.

The above iteration process can be described by the flowchart as shown in
Figure 3.16. Figure 3.16 shows that in every time step, there are two iterations: one is
the Newton–Raphson iteration which solves material nonlinearity at H′

p0 with ignor-
ing the saturation change due to H′

p1 − H′
p0; the other iteration solves the field com-

ponent H′
p1 with nonlinear materials frozen at the saturation with Hp0. This means
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Time stepping begins

H′p = H′p0

Solve non–linear field equation by

Newton–Raphson iteration

Freeze material properties

Calculate H′p1

Calculate error: H′p –H′p1

Is error acceptable?

H′p0 = H′p1

Yes

No

H′p = H′p1

Solve linear field equation

End time step?
No

End

Yes

Figure 3.16 Iterative process considering the lamination core loss effects.

that the saturation change due to Hp
′ change has one time-step lagging ensuring that

the second iteration does not affect the convergence of the Newton–Raphson itera-
tion. For a reasonable time-step size, the saturation change due to Hp

′ change in one
time step is not sensitive to the time-step interval.

3.3.4 Case Study: Electrical and Mechanical Power-Balance Tests

According to the power-balance principle, when core loss effects are taken into
account, an additional input power is required to balance the core loss. Thus, the
presented approach can be validated by power-balance testing: the increase of input
power (electrical power and/or mechanical power) between with and without consid-
ering the core loss effects should be equal to the total core loss. Since the objective
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Figure 3.17 Instantaneous core loss distribution of the 250 kVA three-phase amorphous
metal power transformer.

here is to validate the effectiveness of taking into account core loss effects, which is
independent of load conditions, it is more convenient and accurate to do the valida-
tion at no-load condition. Under load conditions, it is unavoidable that the core loss
effects will somehow cause output power change even though this change may be not
significant.

Two application examples are presented for the power-balance testing. The first
application is for the computation of core loss of 250 kVA three-phase amorphous
metal power transformer with five legs. The delta-connected three-phase primary
windings are energized by three-phase voltage sources, and the secondary windings
are open circuit. The instantaneous core loss distribution is shown in Figure 3.17.

The primary phase currents are computed under the following two cases: with
and without considering the core loss effects. The increase of phase currents due to
core loss effects can be derived by subtracting the phase currents without considering
core loss effects from those considering core loss effects. The input power increase
due to considering core loss effects is obtained from

Δpin = ΔiA ⋅ eA + ΔiB ⋅ eB + ΔiC ⋅ eC, (3.90)

where ΔiA, ΔiB, and ΔiC represent the increases of three phase currents, and eA,
eB, and eC are the three phase induced voltages. The input power increase derived
from (3.90) is compared with the computed core loss in Figure 3.18. The average
input power increase and the computed core loss in the last period (80–100 ms) are
compared with the measured data in Table 3.2.

The second application is for the no-load core loss computation of a 165 W, 4-
pole interior permanent magnet (IPM) brushless DC (BLDC) motor. At the ideal no-
load operation, the stator currents are 0. To simplify the 3D model, the stator windings
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Figure 3.18 Increase of input electrical power due to the core loss effects compared with
the computed core loss (kh = 21.08, kc = 0, ke = 0).

TABLE 3.2 Computed and measured core loss
of the 250 kVA three-phase amorphous metal
power transformer

Value Unit

Input power increase 118 W
Computed core loss 119 W
Measured core loss 126 W

are removed from the stator core. According to the periodic condition, only one pole
(90◦) is required for FEA. The meshed 3D model is shown in Figure 3.19.

At the no-load operation without considering the core loss effects, the electro-
magnetic torque of the machine has only the cogging torque component. The average

Figure 3.19 Meshed 3D model (without the stator windings) of the 165 W, 4-pole BLDC
motor.
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Figure 3.20 Input mechanical power increase due to the core loss effects compared with the
computed core loss (kh = 260.4, kc = 0.822, ke = 40.54).

value of the cogging torque is zero. When the core loss effects are taken into account,
there exists an additional torque component, or torque increase, due to the core loss.
The waveform of the torque increase can be derived by subtracting the torque wave-
form without the core loss effects from that with core loss effects.

The mechanical input power increase, derived from the constant rotor speed
and the torque increase due to the core loss effects, is compared with the computed
core loss in Figure 3.20. The average input power increase and the computed core
loss in the last period (20–40 ms) are compared with the measured data in Table 3.3.

3.4 VECTOR HYSTERESIS MODEL

Hysteresis loss computed from (3.41) is valid only when the magnetic field is not
deeply saturated. At deeply saturated field, even though the flux density B will
increase linearly with the applied field intensity H, with the slope of the free-space
permeability 𝜇0, the magnetization M will keep constant. In such cases, for alternat-
ing magnetic fields, the hysteresis loss will not continue to increase as the magnitude
of the alternating flux density increases. For rotating magnetic fields, the hysteresis
loss will drop down to zero when the field is fully saturated. This property is called
“the rotational loss property” [17–19].

TABLE 3.3 Computed and measured core loss
of the 165 W 4-pole IPM BLDC motor

Value Unit

Input power increase 8.1 W
Computed core loss 8.5 W
Measured core loss 8.7 W
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To predict the magnetization behavior for isotropic magnetic materials with
hysteresis in 2D or 3D transient FEA, it has been recognized that the vector play
model [20–23] is more computationally efficient than various vector Preisach models
[17, 24–26]. However, the ordinary vector play model does not obey the rotational
loss property.

The ordinary vector play model will be introduced first in this section. Then
an improved vector play model [27] is presented to predict the magnetization behav-
ior for isotropic magnetic materials with hysteresis. All required parameters of the
model can be directly identified from the major hysteresis loop. This model not only
satisfies the rotational loss property, but also improves the accuracy of the core loss
computation at alternating fields.

3.4.1 Ordinary Vector Play Model

The output of a scalar play model is given by

m(t) =
n∑

k=1

fk(hrek(t)), (3.91)

where

hrek(t) = P𝜎k
[h(t)] (3.92)

is the play operator, the input h(t) is the field density, and fk(⋅)’s are usual anhysteretic
nonlinear functions. The play model (3.91) can be derived from the scalar Preisach
model [28].

The simplest scalar play model is with only one play operator. If the anhys-
teretic nonlinear function fk(⋅) is expressed as Man(⋅), (3.91) is simplified as

m = Man(hre), (3.93)

where

hre = Pr[h] = max(min(hre0, h + r), h − r) (3.94)

or alternately

hre = h −
r(h − hre0)

max(r, |h − hre0|)
(3.95)

with hre0 being the initial value of hre, and r, representing the intrinsic coercivity 𝜎k
in (3.92), is a pre-determined parameter. The scalar operator can be illustrated by
Figure 3.21.

The basic idea of the play model is to decompose the applied field intensity h
into two components, the reversible component hre, and the irreversible components
hir. The magnetization m varies with the reversible field component along an anhys-
teretic curve, and the trace of the magnetization alternately varying with the resultant
field intensity in a fixed direction forms a hysteresis loop. The key task of the play
model is to decompose the field intensity and return the reversible component. After
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Figure 3.21 Play operator for the ordinary play model.

the reversible field component is obtained from the play operator (3.95), the magne-
tization m can be obtained from a pre-determined anhysteretic curve (3.93), as shown
in Figure 3.22.

The play operator expressed in (3.95) can be extended for vector field as

hre = h −
r(h − hre0)

max(r, |h − hre0|)
(3.96)

or alternately expressed as

hre =
⎧
⎪⎨⎪⎩

hre0 if ||h − hre0
|| < r

h − r ⋅
h − hre0
||h − hre0

||
if ||h − hre0

|| ≥ r
(3.97)

The vector magnetization m is

m = Man(hre) ⋅ hre∕hre (3.98)

where hre is the absolute value of hre.

h

m

2Hirm

Hdsc
HasdHrev

hci hs

Figure 3.22 Magnetizing curves (Hrev, Hasd, and Hdsc represent anhysteretic, ascending, and
descending curves, respectively).
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Figure 3.23 Vector diagram for vector play operator.

The vector play operator of (3.97) can be illustrated by the vector diagram as
shown in Figure 3.23.

Draw a circle at the tip of vector hre0 with radius r. If the tip of the applied
field h falls inside the circle, keep the reversible component unchanged, as shown in
Figure 3.23a; otherwise, get hir in the direction of h – hre0 with length of r, and then
let hre = h – hir, as shown in Figure 3.23b.

3.4.2 Improved Vector Play Model

Play Operator
In Figure 3.23, if the applied field rotates, it can be proved that at the steady state, the
irreversible component hir will be perpendicular to the reversible component hre. In
the ordinary model, the magnitude of hir is constant no matter how large the applied
field is, which means m, in the same direction of hre, will always lag h a certain
angle. Therefore, the ordinary vector play model does not satisfy the rotational loss
property.

The model can be modified to satisfy the rotational loss property by defining r
as a function of the reversible field component hre with r = 0 when hre ≥ hs, here hs
is the saturation field. The vector play operator then becomes

hre =
⎧
⎪⎨⎪⎩

hre0 if ||h − hre0
|| < r(hre0)

h − r(hre) ⋅
h − hre0
||h − hre0

||
if ||h − hre0

|| ≥ r(hre0)
(3.99)

The play operator for the improved vector play model is shown in Figure 3.24.
The parameters for the improved vector play model, including Man(hre) and

r(hre), are identified from the major hysteresis loop. The major hysteresis loop con-
sists of the ascending branch Masd(h) and the descending branch Mdec(h). The ascend-
ing, or descending, curve can be directly obtained from each other based on the odd
symmetry condition, and therefore, only one branch is required from input.

If the inverse functions of Masd(h) and Mdsc(h) are denoted as Hasd(m) and
Hdsc(m), respectively, as shown in Figure 3.22, then

{
Hrev(m) = [Hasd(m) + Hdsc(m)]∕2

Hirm(m) = [Hasd(m) − Hdsc(m)]∕2
(3.100)
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Figure 3.24 Play operator for the improved play model.

From (3.100), we finally obtain
{

Man(hre) = Hrev
−1(hre)

r(hre) = Hirm(Man(hre))
(3.101)

Local Iteration
In the vector play model, the flux density b at the applied field h is expressed as

b = 𝜇0(m + h), (3.102)

where m, defined by (3.98), is a function of hre which is obtained by solving (3.99).
Since r depends on hre, a local iterating process is required to solve (3.99).

We can derive b from h based on the following local iteration algorithm. When
the applied field h locates outside the circle as shown in Figure 3.23b, we can derive
hre according to the following iteration process:

1. Assume hre = hre0;

2. Get hir from r(hre) curve and the direction of (h – hre);

3. Calculate Δh = h – (hre + hir);

4. Let hre = hre + 𝛼 Δh;

5. Repeat steps 2∼4 until |Δh|/hs < 𝜀.

In the above iterating process, 𝛼 is a relaxation factor which can be opti-
mized based on the historic iterating results, and 𝜀 is the given tolerance. After hre is
obtained, m and b are computed from (3.98) and (3.102), respectively.

We can also derive h from b. From (3.98) and (3.102), bre0 can be obtained
from hre0. Let us draw a circle at the tip of vector bre0 with the radius of rb = 𝜇0
r(hre0), as shown in Figure 3.25. When the tip of vector b locates inside the circle, let
hre = hre0, otherwise, follow the iterating process as listed below:

1. Assume bre = b;

2. Get hre from bre based on the anhysteretic B–H curve;
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Figure 3.25 Vector diagram to derive h from b.

3. Get hir from r(hre) curve and the direction of (hre – hre0);

4. Let bir = 𝜇0 hir;

5. Calculate Δb = b – (bre+ bir);

6. Let bre = bre + 𝛼 Δb;

7. Repeat steps 2∼6 until |Δb|/bs < 𝜀.

In step 7, bs is the flux density at hs. After hre is obtained, h is computed from

h = hre + (b − bre)∕𝜇0 (3.103)

Optimal Relaxation Factor
Consider a nonlinear vector equation

v = f(v) (3.104)

The iteration algorithm to solve (3.104) can be expressed as

vi = f(vi
′) i = 0, 1,… , (3.105)

where vi
′ and vi are the assumed and estimated values of v at step i, respectively. The

assumed value for next iteration can be predicted by

v′i+1 = v′i + 𝛼Δvi (3.106)

or

v′i+1 = v′i−1 + 𝛼Δvi−1 (3.107)

where 𝛼 is a relaxation factor to be determined, and

Δvk = vk − v′k k = i, i − 1. (3.108)

Minimizing the difference between (3.106) and (3.107), that is

𝜀v =
|||
(
v′i + 𝛼Δvi

)
−
(
v′i−1 + 𝛼Δvi−1

)|||
2
= min (3.109)
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TABLE 3.4 Comparison between the average number of
iterations using and without using the optimal relaxation
factors

With 𝛼 = 1 With optimal 𝛼

Derive b from h 33.2 4.8
Derive h from b 7.5 3.2

we obtain the optimal relaxation factor as

𝛼 = −

(
v′i − v′i−1

)
⋅ (Δvi − Δvi−1)

(Δvi − Δvi−1) ⋅ (Δvi − Δvi−1)
(3.110)

It requires the results of previous two iterations to calculate 𝛼 from (3.110).
After the first iteration with i = 0, (3.110) is invalid, and 𝛼 can be assumed to be 1.
Table 3.4 compares the average number of local iterations, using and without using
the optimal relaxation factor, in a typical field solution with 𝜀 = 10−12.

Using the optimal relaxation factors significantly speeds up the convergence
of the local iteration, especially in getting b from h. Extra attention must be paid to
the convergence of the local iteration because it is essential for the convergence in
solving the nonlinear field equations.

Validations
A measured major loop cited from [29] is used as input. The simulated major loop
using the improved model is shown in Figure 3.26, compared with the measured
data. Since the parameters are identified directly from the measured major loop, the
simulated results are identical with the measured data. The major-loop energy loss per
cycle simulated by the improved play model, together with that by the ordinary play
model, is compared with the measured data in Table 3.5. The steady-state rotational
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Figure 3.26 Simulated major loop by the improved play model compared with the
measured one.
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TABLE 3.5 Major-loop energy losses at alternating fields

Energy loss (J/m3)

Simulated by ordinary play model 426.7
Simulated by improved play model 416.5
Measured 416.5

loss simulated by the improved play model is compared with that by the ordinary play
model in Figure 3.27.

3.4.3 Adaptive Fixed Point Iteration Algorithm

To solve nonlinear magnetic field problems, the employment of iteration is inevitable.
Although the Newton–Raphson (NR) method with fast quadratic rate has been widely
used to solve a nonlinear system, it often suffers from instability because it is very
sensitive to the derivative at the temporary solution during the iteration.

For a time-stepping transient magnetic field problem with hysteresis media
involved, the field solution depends on the historic conditions. When the last field
solution of the previous time step is completed, the derivative dB/dH at the last field
solution is not well defined because it may have two significantly different values in
two field changing (increasing and decreasing) directions. Therefore, the NR method
is not directly applicable to hysteric problems. Instead, the fixed point method plays
an important role in the iteration of nonlinear problems with hysteresis [30–34].

There are two schemes in the fixed point method for magnetic field computa-
tion, the B-correction and H-correction schemes. The former uses curve H(B), and
the latter uses B(H), during the iteration. In this section, the fixed point method with
B-correction and H-correction schemes is reviewed first. Then an adaptive fixed point
iteration algorithm by alternately using the B-correction and H-correction schemes is
introduced.
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Figure 3.27 Rotational loss varying with the magnitude of the rotating flux density.
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Fixed Point Method
For any continuous nonlinear function y = f(x), if y is known as y0, the equation can
be rewritten as x = F(x). The root of the equation can be computed by the fixed point
iteration as

xk+1 = F(xk), k = 0, 1, 2,… (3.111)

For any period [a, b], if

|F(b) − F(a)| ≤ L|b − a| (3.112)

the iteration of (3.111) will converge to a fixed point, as long as L < 1, because

|xk+1 − xk| = |F(xk) − F(xk−1)| ≤ L|xk − xk−1|
≤ Lk|x1 − x0|

(3.113)

Equation (3.113) shows that the smaller the L is, the faster the iteration will
converge. Function F(x) can be constructed in many schemes. One possible scheme
is

F(x) = x +
y0 − f (x)

c
, (3.114)

where c can be any constant provided (3.112) is satisfied. It can be clearly seen from
(3.114) that as long as F(x) is converged to x, the original equation y0 = f(x) is satisfied.

To better appreciate the fixed point iteration algorithm, let us take an inductor
with uniform cross-section core excited by a coil of N turns carrying a current of i(t)
as an illustration example. If the core is treated as a one-dimensional (1D) element
and the magnetic property is expressed as H(B), the fixed point iteration in the B-
correction scheme is

Bk+1 = Bk +
Ha − H(Bk)

𝜈FP
= F(Bk), (3.115)

where Ha = Ni(t)/l is constant during the iteration with l being the average length of
the core. The constant reluctivity 𝜈FP can freely be selected provided that (3.112) is
satisfied. The global-coefficient method [30] suggested

𝜈FP =
𝜈d max + 𝜈d min

2
≈ 1

2𝜇0
, (3.116)

where 𝜈dmax and 𝜈dmin are the maximum and minimum differential reluctivities of
the curve H(B), respectively. The slope L of curve F(B) is smaller than, but close
to, 1.0 for whole region, see Figure 3.28b. Therefore, the iteration using (3.116) will
converge at any starting point. However, it suffers very slow convergence no matter
the fixed point is in the unsaturated or in the saturated region.

If the constant reluctivity is selected as

𝜈FP = 𝜈d max =
1
𝜇0

(3.117)

the iteration will converge very fast when the fixed point is in the saturated region
where the slope L is close to 0, see Figure 3.29a. When the fixed point is in the
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Figure 3.28 Iterative function: (a) H(B) curve; (b) B-correction scheme based on (3.115)
and (3.116).

unsaturated region, convergence is also guaranteed, but with slow convergence rate
because L is close to 1.0.

When magnetic property is expressed as B(H), the fixed point iteration using
H-correction scheme is expressed as

Hk+1 = Hk +
Ba − B(Hk)

𝜇FP
= F(Hk), (3.118)
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Figure 3.29 Iterative function: (a) B-correction scheme based on (3.115) and (3.117);
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where Ba is the applied flux density which is constant during the iteration. The con-
stant permeability 𝜇FP can be selected as

𝜇FP = 𝜇d max, (3.119)

where 𝜇dmax is the maximum differential permeability of the curve B(H). In such
a case, the convergence is guaranteed. However, the performance using the H-
correction scheme is different in the saturated region with fast convergence rate
and in the unsaturated region with very slow convergence rate, as indicated in
Figure 3.29b.

In practical applications of 2D/3D FEA, some numerical noise, such as mesh-
ing discretization error is inevitable. When the slope L of curve F(B), or F(H), is close
to 1.0, such noise may be enlarged in the iteration process due to the cross effects of
neighboring mesh elements. As a result, the convergence may no longer be guaran-
teed. Therefore, to ensure a stable convergence, it is desirable to have the slope L
as close to 0 as possible, such as in the saturated region of Figure 3.29a, and in the
non-saturated region with small field quantity of Figure 3.29b.

Adaptive Fixed Point Algorithm
As discussed above, the convergence behavior using different schemes is different in
different regions. In fact, if the coil in the above-discussed inductor example is excited
by a current source, the applied field intensity Ha will be constant in each time step,
and thus iteration is not required if the H-correction scheme is used. On the other
hand, if the coil is excited by a voltage source, the flux linkage, thus the applied flux
density Ba, can be considered as given with the assumption that the impact of coil
resistance is trivial. In such a case, the iteration process is also not required if the
B-correction scheme is used.

From the above observation, we propose an adaptive fixed point iteration algo-
rithm to alternately use the B-correction scheme and H-correction scheme so as to
speed up convergence and improve the stability. The iteration may start with the B-
correction scheme in which the constant reluctivity is set to the maximum differential
reluctivity, or the minimum differential permeability 𝜇0. If the solution is not con-
verged to a given accuracy after a certain preset number of iterations, the iteration
will be continued by switching to the H-correction scheme in which the constant per-
meability is set to the maximum differential permeability. With the combined use of
the two correction schemes during the entire iteration process, the solution with the
minimum error together with the scheme type will be recorded and used as the final
solution at the current time step. At the same time, the recorded scheme type will be
used as the initial scheme type for the next time step. The flowchart of the iteration
process is shown in Figure 3.30.

Clearly, it is a prerequisite that in order to utilize the adaptive fixed point iter-
ation algorithm, the magnetic property must be expressible in both forms of H(B)
and B(H). For the improved vector play model, a dedicated and very efficient local
iteration scheme is developed to satisfy this request (see Section 3.4.2) [27].
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Time stepping begins

Use recorded previous scheme type 
as the initial current scheme type
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to solve non linear equation by NR 
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Is error acceptable?

Switch scheme type if cnt_ite =N

Yes

No

End time step?
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Reconstruct the stiffness matrix 
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scheme type with min_err if cnt_ite 

Figure 3.30 The flowchart for the proposed adaptive fixed point iteration (NR is the
Newton–Raphson iteration [35]).
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Figure 3.31 The 2D geometry of the inductor with hysteresis core.

Validation
To validate the effectiveness of the adaptive algorithm, an inductor as shown in Fig-
ure 3.31 is taken as a benchmark to compare the average iteration number among dif-
ferent iteration types. The input major hysteresis loop and the simulated loop by the
vector hysteresis model under a voltage source excitation are shown in Figure 3.32.
Table 3.6 shows the average iteration number using the adaptive algorithm compared
with those using either B- or H-correction scheme under sinusoidal current and volt-
age excitations, respectively. The maximum iteration number is set to 1000, and the
error target is set to 10−4.

Table 3.6 shows that the B-correction scheme converges for all time steps when
the inductor is excited by a voltage source, but does not converge for some time steps
with current excitation. On the other hand, the H-correction scheme converges for all
time steps when the inductor is excited by a current source, but does not converge for
some time steps with voltage excitation. The adaptive algorithm with the combined
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Figure 3.32 Simulated hysteresis loop compared with the input major loop.
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TABLE 3.6 Comparison of average iteration number among different iteration types

Iteration type Source type
Average iteration

number
Total time

steps
Non-converged

time steps

B-correction
scheme

Current 96.47 100 6
Voltage 23.23 100 0

H-correction
scheme

Current 37.77 100 0
Voltage 124.82 100 5

Adaptive
algorithm

Current 37.58 100 0
Voltage 23.23 100 0

use of both schemes converges for all time steps no matter it is under current or voltage
excitations.

3.5 DEMAGNETIZATION OF PERMANENT MAGNETS

Permanent magnet (PM) machines are usually designed with reasonable demagne-
tization in normal working conditions. In some occasional cases, a PM motor may
operate at an overloaded torque. In such a case, the motor may be a little more demag-
netized at the very beginning, which will cause the motor start to draw more current
to produce the required torque. The increased current may cause even more demag-
netization, which will again increase the current. Long-time overload may cause the
motor to get overheated. Rising in temperature may drop the intrinsic coercivity and
the residual of the permanent magnets, and make them more prone to demagnetiza-
tion [36, 37]. Therefore, a suitable model is required to study whether this process
keeps on going until the machine stalls, or the demagnetization stops at some bal-
anced point causing degraded machine performance.

In this section, after introducing an efficient searching algorithm to iteratively
identify a new demagnetization point in a linear model that handles the complete
demagnetization curve, we extend the model to take into account the temperature
dependence of demagnetization behaviors [38]. The new demagnetization point, or
the new worst working point, is searched in each time step during the entire tran-
sient solution process. Finally, we present an algorithm to construct demagnetization
curves for magnetization.

3.5.1 Demagnetization Curve

When a slowly changed alternating magnetic force is applied to a virgin permanent
magnet (PM) material in a fixed direction, the instant magnetic field will trace a
hysteresis loop. The curve in the second (or fourth) quadrant of a hysteresis loop
is termed demagnetization curve. There are four most important parameters to rep-
resent the magnetic characteristics of permanent magnets. The two extreme posi-
tions on the demagnetization curve are the two significant parameters. The value of
the magnetic flux density corresponding to zero magnetic field intensity is termed
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Figure 3.33 Irreversible demagnetization due to working point below knee point.

residual flux density (or remanence induction) Br; the value of the magnetic field
intensity corresponding to zero magnetic flux density is termed coercivity (or coer-
cive force) Hc. The product of the magnetic flux density and the magnetic field inten-
sity at any point on the demagnetization curve is termed magnetic energy product
(BH). At the two extreme positions (0, Br) and (Hc, 0), the magnetic energy product is
equal to zero. Somewhere at an intermediate position, the magnetic energy reaches its
maximum value and is termed maximum magnetic energy product (BH)max, which is
another important parameter. The fourth important parameter is called relative recoil
permeability 𝜇r, which is assumed to be equal to the slope of the tangent line of the
demagnetization curve at point (0, Br).

The initial working point is assumed to be under the condition that the PM is
just magnetized and the external magnetization field is removed. When an external
demagnetization field is applied, the working point will move along the demagneti-
zation curve toward (Hc, 0) from its initial working point. If the new working point a
goes below the knee point K by the external demagnetization field Ha, even after the
external field Ha is reduced or totally removed, the subsequent working point will no
longer lie along the original B–H curve, but be along a recoil line La. As long as the
subsequent applied external demagnetization field intensity does not exceed Ha, the
permanent magnet will work along the recoil line La. If, however, a greater external
demagnetization field Hb is applied, a lower demagnetization point b associated with
a new recoil line Lb will be established. This suggests that the portion of the orig-
inal demagnetization curve above point b together with the recoil line a have been
permanently wiped out as indicated by the dash lines in Figure 3.33.

A linear recoil line in a fixed excitation direction can be expressed in the scalar
format as

B = 𝜇r𝜇0

(
H − Hc

′), (3.120)
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where Hc
′, the coercivity of the linearized demagnetization curve, is termed

recoil-line coercivity. For different recoil lines starting from different demagnetiza-
tion points below the knee point K, the recoil-line coercivities are different.

For the vector format, even though the PM material might be isotropic, we still
refer to the magnetization direction as the easy axis, and all directions orthogonal to
the magnetization direction as the hard axes. In the hard axes, linear B–H curve with
the same permeability as that for the recoil lines are used. Assume u denotes the unit
vector of the easy axis, then a recoil line can be expressed in the vector format as

B = 𝜇r𝜇0(H − Hc
′u) (3.121)

3.5.2 Irreversible Demagnetization Model

In the following illustration, the point (H, B) from the field solution is called the
solution point, and the point located at the B–H curve is termed working point. The
iteration process is repeatedly using the parameters derived from the working point
to solve the field equation, and determining the working point from the solution point
until the total error between the solution point and the working point for all mesh
elements satisfies the pre-specified condition.

In the FE implementation, two possible approaches can be applied to model
permanent magnets with the nonlinear demagnetization behavior. The first approach
is based on the magnetic field intensity (coercivity) Hc taken directly from the orig-
inal demagnetization curve together with the treatment of anisotropic permeability.
The coercivity Hc from the original demagnetization curve is treated as an additional
source contributing to the right-hand side of the FE formulation. The original demag-
netization curve in the easy axis is shifted to the first quadrant passing through the
origin as a normal single-value nonlinear B–H curve. In the other two directions
orthogonal to the magnetization direction, a constant linear permeability with the
value of the slope of the recoil line is applied. In such a case, the converged solu-
tion of Newton–Raphson iteration will guarantee the working point is on the original
demagnetization curve (by shifting the working point back to the second quadrant).
However, this approach is not suitable for modeling dynamic transient demagneti-
zation behavior because the shifted demagnetization curve in the first quadrant as a
normal B–H curve has to be reconstructed if a new worst working point is found dur-
ing the transient solution process (such as reconstructed from curve Br′-La-a-b-Hc to
curve Br′′-Lb-b-Hc in Figure 3.33). In addition, the Newton–Raphson iteration will
not directly be applicable due to the discontinuity in the first derivative of the new
constructed B–H curve with a recoil line.

The second approach is based on a linearized model characterized by the recoil
line passing through the latest identified demagnetization point, as illustrated below.

Assume the point W0 in Figure 3.34 is the worst working point so far during
the process of transient FE analysis, and L0 is the recoil line passing through point
W0. A new B–H curve is constructed to consist of the recoil line L0 and the partial
demagnetization curve below point W0, and is used for the new iteration.
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Figure 3.34 New working point determination in linearized demagnetization model:
(a) B-correction scheme; (b) new scheme.

Also assume the working point of the last iteration is W1, and its associated
recoil line is L1 with recoil-line coercivity of Hc

′, as shown in Figure 3.34. During
the construction of field equations, the value of recoil-line coercivity Hc

′, instead of
Hc directly from the original demagnetization curve, is used as an additional source
contributing to the right-hand side of the FE formulation. At the same time, the linear
permeability with the value of the slope of the recoil line is used for all (easy and
hard) axes. If the solution point, obtained from the linear model based on Hc

′, is S1
(or S2), a new working point P1 (or P2) has to be identified on the constructed B–H
curve for next field solution.

Since the recoil-line permeability, which is minimum differential permeabil-
ity over whole demagnetization curve, is used during the nonlinear iteration, the
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B-correction scheme of the fixed point method demonstrated in Section 3.4.3 can
be employed for all PM mesh elements to guarantee convergence. However, the con-
vergence rate could be very slow when the new working point is not located at the
recoil line L0. Hence, a new scheme is introduced to determine the new working point
in each iteration to accelerate the convergence.

In the B-correction scheme, the new working point P1 is identified by getting
the H value from the constructed B–H curve based on the B value of the solution point
S1, or geometrically getting the intersection of a horizontal line passing through S1,
and intersecting with the constructed B–H curve, as shown in Figure 3.34a. In the
new scheme, the new working point P1 is obtained by getting the intersection of an
auxiliary line passing through S1 and the origin, and intersecting with the constructed
B–H curve, as shown in Figure 3.34b.

The scalar field solution for S1(H1, B1) used in Figure 3.34 is

{
H1 = H1 ⋅ u

B1 = B1 ⋅ u
(3.122)

The process of deriving new working point P1 from the solution point S1 will be
repeated until the iteration is converged. After the nonlinear iteration has converged,
this new working point W1 (updated working point P1 or P2), if it is below point W0,
becomes the new worst working point for nonlinear iteration of next time step.

If the solution point S1 is located in the third quadrant, the new working point
P1 is obtained directly based on the B-correction scheme, as shown in Figure 3.34a.

3.5.3 Temperature-Dependent Magnetic Properties

As most demagnetization curves are highly sensitive to temperature, a temperature
increase can cause demagnetization [39]. To consider the temperature dependence
of the demagnetization behavior, it is desirable to first describe the demagnetization
curve by a function with a couple of temperature-dependent parameters as variables.
These temperature-dependent parameters specified by supplier datasheets are nor-
mally associated with intrinsic flux density Bi vs H curve. Therefore, it is advan-
tageous to work directly on intrinsic Bi–H curve, instead of B–H curve. Once the
temperature-dependent Bi–H curve is derived, it is straightforward to convert Bi–H
characteristic into B–H characteristic in terms of

B = Bi + 𝜇0H (3.123)

If all Bi values of Bi–H curve are divided by Br, and all H values are divided by
Hci which is termed intrinsic coercivity, this curve is called normalized Bi–H curve.
A lot of supplier’s demagnetization datasheets show that the normalized Bi–H curve
almost does not depend on temperature. Therefore, a Bi–H curve at one temperature
can be easily mapped to another temperature as long as the mapping functions from
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one temperature to another temperature are defined for Br and Hci. The mapping
function for Br and Hci can be defined as

{
Br(T) = Br(T0) P(T)

Hci(T) = Hci(T0)Q(T)
, (3.124)

where {
P(T) = 1 + 𝛼1(T − T0) + 𝛼2(T − T0)2

Q(T) = 1 + 𝛽1(T − T0) + 𝛽2(T − T0)2
(3.125)

with T0 being the reference temperature, and 𝛼1, 𝛼2, 𝛽1, and 𝛽2 the coefficients pro-
vided in supplier datasheets.

Therefore, only the intrinsic demagnetization curve Bi = fT0(H) measured at
temperature T0, as well as parameters 𝛼1, 𝛼2, 𝛽1, and 𝛽2, is required from input. The
intrinsic demagnetization curve at temperature T can be obtained as

Bi (H, T) = fT0(H∕Hci(T) ⋅ Hci(T0))∕Br(T0) ⋅ Br(T)

= fT0(H∕Q(T)) ⋅ P(T)
(3.126)

After the Bi–H curve is derived from (3.126), the B–H curve in the second and
third quadrants can be further derived through the conversion using (3.123).

The relative permeability of the recoil line at the reference temperature T0 can
be derived from (3.123) and (3.126) as

𝜇r (T0) = 1
𝜇0

𝜕B(H, T0)

𝜕H

||||H=0
= 1
𝜇0

𝜕Bi(H, T0)

𝜕H

||||H=0
+ 1

= 1
𝜇0

fT0
′(0) + 1

(3.127)

Thus, the relative permeability of the recoil line at temperature T is

𝜇r (T) = 1
𝜇0

𝜕Bi (H, T)

𝜕H

||||H=0
+ 1 = P(T)

Q(T)
1
𝜇0

fT0
′(0) + 1

= P(T)
Q(T)

(
𝜇r(T0) − 1

)
+ 1

(3.128)

We observe from (3.128) that when 𝜇r(T0) = 1, 𝜇r(T) = 1.
The validity of the presented temperature-dependent model can be illustrated

by the example of the modeling of NdFeB N4517 magnet. Figure 3.35a is copied
from the original vendor datasheet. The upper six curves are intrinsic Bi–H charac-
teristics associated with different temperatures from 20◦C to 120◦C, and the lower
six curves are corresponding normal B–H characteristics, respectively. On the other
hand, as shown in Figure 3.35b, all curves can be adequately recovered based on the
above-described temperature-dependent demagnetization model in terms of one set
of discrete data describing single intrinsic Bi–H curve at temperature 20◦C. It can
be seen that each derived curve in Figure 3.35b matches extremely well with the
corresponding curve on vendor datasheet in Figure 3.35a. In addition, in order to
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Figure 3.35 Comparison of Bi-H and B–H characteristics between (a) copied from vendor
datasheet, and (b) derived based on the proposed temperature-dependent demagnetization
model (𝛼1 = −0.1, 𝛼2 = 0, 𝛽1 = −0.6, and 𝛽2 = 0).

account for possible severe demagnetization for practical applications, the derived
B–H curves can be easily extended to the third quadrant, which is not shown in Fig-
ure 3.35b for the sake of comparison clarity.

Figure 3.33 shows that when a new working point a goes below the knee point
K, the subsequent working point will change along a new constructed B–H curve
which consists of two curve segments: the recoil line La and the demagnetizing curve
part below point a. The residual flux density of the recoil line is Br

′, and the difference
between Br and Br

′ is the irreversible Br loss, which is denoted as ΔBr = Br− Br
′. It

is obvious that in the original demagnetizing curve, when the working point is above
the knee point, the irreversible Br loss is 0.



3.5 DEMAGNETIZATION OF PERMANENT MAGNETS 157

B

H0

a

Br

Br B′𝛥
𝛥

𝛥

r

B′r

T0

W0
W1

T1

𝛥

Figure 3.36 Irrevesible demagnetization when tempurature changes.

When the temperature of a PM with working point below the knee point
changes from T0 to T1, the initial irreversible Br loss ΔBr keeps unchanged, based
on which a new B–H curve can be constructed from the demagnetizing curve of the
new temperature T1. Assume the load line keeps unchanged, this new constructed B–
H curve could be updated if a new worst working point W1 causes the irreversible Br
loss to increase from ΔBr to ΔBr

′, see Figure 3.36. Now, if the temperature changes
from T1 back to T0, the working point will not go back to point a, instead, it will
locate at W0, somewhere on the new constructed B–H curve based on the new irre-
versible Br loss ΔBr

′. A PM will remember the worst working point of all working
temperatures.

3.5.4 Parameterized Demagnetization Curve

Many PM manufactures directly provide demagnetization curves for their products,
but in most cases, manufactures provide only main parameters, such as residual flux
density Br, coercivity Hc, maximum energy product (BH)max, and relative recoil per-
meability 𝜇r. In such a case, we need to construct the demagnetization curve based
on these parameters.

Three-Parameter Algorithm
Given the three characteristic parameters Br, Hc, and (BH)max, the demagnetization
curve can be geometrically constructed by the three-parameter algorithm, as shown
in Figure 3.37.

In Figure 3.37,

{
Ha = Hc∕a

Ba = Br∕a
, (3.129)
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Figure 3.37 Three-parameter algorithm.

where

a = 2

√
||||

BrHc

(BH)max

|||| −
||||

BrHc

(BH)max

|||| (3.130)

For any magnetic field density H in the interval [Hc, 0], flux density B can be
expressed as

B = Ba
H − Hc

H − Ha
= Br

H − Hc

aH − Hc
(3.131)

The differential permeability is

dB
dH

= Br
Hc(a − 1)

(aH − Hc)2
(3.132)

The relative recoil magnetic permeability is

𝜇r =
1
𝜇0

dB
dH

||||H=0
=

(a − 1)Br

𝜇0Hc
(3.133)

From the original demagnetization curve of Alnico 5, characteristic parameters
are extracted and used to derive the constructed curve which is shown in Figure 3.38
compared with the original one for validation.

Four-Parameter Algorithm
Figure 3.38 shows that the three-parameter algorithm fits the demagnetization curve
well. However, for the nonlinear permanent-magnetic material, the real working
point lies normally not on the demagnetization curve, but on the recoil line. In
three-parameter algorithm, the relative recoil permeability is obtained from other
three parameters, see (3.133), which may have significant discrepancy with the
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Figure 3.38 Constructed demagnetization curve for Alnico 5 based on three parameters
(Br = 1.27 T, Hc = 50.9 kA/m, (BH)max = 43.4 kJ/m3) compared with the original curve.

specified one. To force the relative recoil permeability match the specified value, four-
parameter algorithm is introduced.

Based on four characteristic parameters Br, Hc, (BH)max, and 𝜇r, the four-
parameter algorithm is summarized as:

1. Draw a line through the point (0, Br) with the slope equal to 𝜇r𝜇0 as shown
in Figure 3.39, the segment of this line in the second quadrant is termed ideal
recoil line;

2. Find a virtual residual flux density Bro so that the curve constructed by the three-
parameter algorithm based on Br0, Hc, and (BH)max will tangentially connect
with the ideal recoil line.

(BH)max

B

Br

-Hc

H

0-Hc0

Br0

(Ht,Bt)

Hm

Bm

Figure 3.39 Four-parameter algorithm.



160 CHAPTER 3 MAGNETIC MATERIAL MODELING

Flux density B as a function of H in interval [Hc, 0] is

B =
⎧
⎪⎨⎪⎩

Br0
H − Hc

a0H − Hc
Hc ≤ H ≤ Ht

Br + 𝜇r𝜇0H Ht ≤ H ≤ 0

, (3.134)

where

a0 = 2

√
||||

Br0Hc

(BH)max

|||| −
||||

Br0Hc

(BH)max

|||| (3.135)

Defining an initial interval [B0, B1] with
{

B0 = max(|𝜇r𝜇0Hc|, |(BH)max∕Hc|)
B1 = Br

(3.136)

the virtual residual flux density Br0 can be found by binary search as:

1. let Br0 = (B0 + B1) / 2, get a0 from (3.135);

2. let the differential permeability to be 𝜇r𝜇0, get tangent-point field intensity Ht
from (3.132), replacing a, Br by a0, Br0, respectively;

3. calculate dBt = Bt1 – Bt2, where Bt1 and Bt2 are computed from (3.134) at Ht,
respectively;

4. if dBt > 0, the assumed Br0 is too large, let B1 = Br0; if dBt < 0, the assumed
Br0 is too small, let B0 = Br0;

5. repeat steps (1)∼(4), until |dBt| < 𝜀, here 𝜀 is the specified error.

Figure 3.40 shows the constructed and original curves for Alnico 5.
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Figure 3.40 Constructed demagnetization curve for Alnico 5 based on four parameters
(Br = 1.27 T, Hc = 50.9 kA/m, (BH)max = 43.4 kJ/m3, 𝜇r = 2.8) compared with the original
curve.
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Four-Parameter Algorithm with Knee-Point Flux Density
For very hard PM materials with knee-point flux density Bk < 0.5 Br, the demag-
netization curve cannot be constructed by the four-parameter algorithm presented
above because the parameter (BH)max is not independent, which can be obtained
from

(BH)max =
1
4

Br
2

𝜇r𝜇0
(3.137)

In such cases, a new parameter Bk, called knee-point flux density, instead of
(BH)max, can be introduced. The tangent connection point, see Figure 3.39, can be
assumed to be at the knee point, that is

{
Bt = Bk

Ht = (Bt − Br)∕(𝜇r𝜇0)
(3.138)

In (3.132), replace a, Br by a0, Br0, respectively, and let the differential perme-
ability at Ht be 𝜇r𝜇0, then

Br0
Hc(a0 − 1)

(a0Ht − Hc)2
= 𝜇r𝜇0 (3.139)

Forcing flux density defined in (3.134) to continue at Ht, we get

Br0
Ht − Hc

a0Ht − Hc
= Bt (3.140)
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Figure 3.41 Constructed demagnetization curve for Ceramic 5 based on four parameters
(Br = 0.395 T, Hc = 191 kA/m, Bk = 0.145 T, 𝜇r = 1.068) compared with the original curve.
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Solving (3.140) together with (3.129), we obtain

⎧
⎪⎪⎨⎪⎪⎩

a0 =
Br − 𝜇r𝜇0(Ht − Hc)

Br − 𝜇r𝜇0Ht(Ht∕Hc − 1)

Br0 = Bt
a0Ht − Hc

Ht − Hc

(3.141)

With identified parameters in (3.141), we get flux density B for H in interval
[Hc, 0] by (3.134).

For the sake of validation, Figure 3.41 compares the constructed magnetization
curve based on the knee-point flux density with the original curve for Ceramic 5.
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CHAPTER 4
THERMAL PROBLEMS IN
ELECTRICAL MACHINES

4.1 INTRODUCTION

Thermal analysis of electric motors is in general regarded as a more challenging area
of analysis than electromagnetic analysis in terms of the difficulties in constructing a
model and achieving good accuracy. This is due to several factors:

i. Many electric motor electromagnetic problems can be reduced to a two-
dimensional (2D) problem which can be fully described using a simple set of
analytical equations, or Maxwell’s equations when using numerical finite ele-
ment analysis. The thermal analysis of an electric motor is seen to be more
of a three-dimensional (3D) problem, with complex heat transfer phenomena
to solve such as heat transfer through complex composite components like the
wound slot, temperature drop across interfaces between components, and com-
plex turbulent air flow within the endcaps around the end winding that includes
rotational effects.

ii. Most motor designers are from an electrical background and in most electrical
engineering degree courses, thermal analysis, which is a mechanical engineer-
ing discipline, is only given a rudimentary treatment. Also, emphasis is often
given to complex thermodynamics theory and topics relevant to power stations
such as steam tables rather than simple heat transfer analysis based on conduc-
tion, convection, and radiation thermal resistances.

Experts in heat transfer analysis can often baffle an electromagnetic engineer in
jargon associated with thermal analysis, that is, ask about the magnitude of Reynolds
number (Re), to try and judge if there is laminar or turbulent flow, and look at interface
resistances in units of K/W/m2. Conversely, the electromagnetic expert can baffle the
heat transfer expert with talks about limiting flux densities, MMF harmonics, etc.

Heat transfer is not too complex if we simplify the mathematical concepts and
formulate a heat transfer language understandable by non-specialists using parame-
ters that are easy to visualize like effective gaps in mm rather than interface resistance
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in K/W/m2. Also, to show physical quantities for a particular design and fluid type,
like graphs of surface dissipation (heat transfer coefficient in W/m2/K) against fluid
velocity, rather than the equivalent dimensionless graph of Nusselt number (Nu)
against Re number. As electrical engineers have a good knowledge of electrical resis-
tance networks, the thermal resistance network is usually easy to understand. The
temperature is the equivalent of the voltage, the power the equivalent of the current,
and the thermal resistance the equivalent of the electrical resistance. There are only
three types of thermal resistance for conduction, convection, and radiation. In modern
simulation tools [4] the thermal resistance network is automatically constructed from
the definitions of the geometry, materials, and cooling type. A user interface can be
provided to make data input easy, that is, using parameterized cross-section editors,
material libraries and many pre-setup editors to help in setting data for the different
cooling options with inputs of meaningful quantities such as water jacket flow rates.

Losses are induced in different components of the machine such as stator iron,
windings, rotor cages and magnets, and there needs to be sufficient dissipation to
minimize thermal stress. We can thermally protect electrical machines by reduc-
ing local losses, that is, the induced eddy current losses in the electrical conducting
regions, iron cores, magnets, retaining sleeves; and/or using an efficient cooling sys-
tem. Depending on the application, cooling systems can be employed with natural
convection (totally enclosed non-ventilated, TENV), forced convection (air or liquid
cooling), or, in the case of electrical machines, operating in a vacuum, with radiation
cooling.

The thermal analysis of an electric motor is generally regarded as more chal-
lenging in comparison with the electromagnetic analysis, in terms of the ease of con-
struction of a model and achieving good accuracy. This is because it is highly depen-
dent not only on the design but on the manufacturing tolerances.

Before the advent of computers, motor sizing was traditionally made using so-
called D2L, D3L and DxL equations, where D stands for the air-gap diameter and L
is the axial active length of the machine. The designer is providing limiting values
of specific magnetic loading and specific electric loading and/or current density from
previous experience. This method of sizing does not involve thermal analysis directly,
the specific electric loading and current density being limited to prevent overheating.
At that time, a simple thermal network analysis based on lumped parameters was also
used by some designers to perform rudimentary thermal analysis, but the networks
were kept as simple as possible so they could be calculated by hand, for example,
maybe just one thermal resistance to calculate the steady-state temperature rise of the
winding. With the introduction of computers to electrical motor design process, the
complexity of the thermal networks has increased. A reference paper highlighting
the introduction of more complex thermal networks calculated using computers was
published in 1991 [16]. Thermal network analysis has become the main tool used
by many researchers involved in thermal analysis of electrical machines, both for
steady-state and transient analyses. Another factor that has led to increased interest
in thermal network analysis was the introduction of induction motor inverter supplies.
Several authors have studied the effect of increased losses, resulting from Six-Step
and PWM voltages, on motor temperatures.
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Thermal analysis has always received less attention than electromagnetic
design in electrical machines analysis. However, in twenty-first century the topic had
started to receive larger importance due to market globalization, and the requirement
for smaller, cheaper, and more efficient electric motors. In many cases, software used
for design of electric machines has now adopted improved thermal modeling capabil-
ities and features enabling better integration between the electromagnetic and thermal
design.

Several interesting studies have been published in recent years on thermal anal-
ysis of electric machines: coupled electromagnetic and thermal analysis with the ther-
mal network solved using network analysis; the losses are calculated using analyti-
cal methods or electromagnetic finite element analysis is used. A thermal network
method is proposed to account for combined air flow and heat transfer, that is, for
forced air cooling in stator and rotor core ducts in this case. We can combine network
and computational fluid dynamics (CFD) method to model thermal aspects in elec-
trical machine. Network analysis is used to calculate conduction through the elec-
tromagnetic structure while CFD is used for convection at the surface. The use of
CFD for prediction of convective heat transfer is expanded further in this chapter.
Calibration with measured data is typically used to calibrate thermal resistances that
are influenced by the manufacturing process of the motor. An example is the thermal
interface resistance between stator lamination and housing which is influenced by the
method used to insert the stator in the frame.

4.2 HEAT EXTRACTION THROUGH CONDUCTION

Conduction heat transfer mode is created by the molecule vibration in a certain mate-
rial [1–4]. Typically, a material with good electrical conductivity is also characterized
by good thermal conductivity. In an electrical machine, it is also desirable to have
materials that are good electrical insulators and have good thermal conductivity.

The thermal conduction phenomenon will depend on the thermal conductivity
(k) and dimensions (length L and area A) of the region, with the thermal resistance
given by:

Rth = L
kA

(4.1)

Equation (4.1) shows that a good heat extraction through conduction, that is,
low thermal resistance of a motor component, is achieved either if the material has a
high thermal conductivity or if the ratio of the length over the area is minimized. The
latter is obtained, for example, by having short active axial length or end windings
and high slot fill factor which means packing as much wire material as technically
possible into the slots of the electrical machine.

Metals, that is, copper, aluminum, steel, have high thermal conductivity due
to their well-ordered crystalline structure. The thermal conductivity for metals
is usually in the range 15–400 W/m/K. Solid insulator materials, that is, resins,
paper, do not have a well-ordered crystalline structure and are often porous. Thus,
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the energy transfer between molecules is impeded. The thermal conductivity for
insulators is typically in the range 0.1–1 W/m/K. For comparison, air has an average
thermal conductivity of 0.026 W/m/K.

The last two decades have seen significant research efforts taking place in the
development of insulation materials that have a higher thermal conductivity value.
Table 4.1 summarizes the actual standard insulation classes as approved by IEC and
NEMA. Notice that an existing insulation class at 300◦C is not part of the standard.
In Table 4.2, some of the latest high thermal conductivity insulation materials with
high volume electric resistivity are reported. Figures 4.5 and 4.6 show various solu-
tions to achieve high winding slot fill factors. Most of these are suitable for electrical
machines with concentrated fractional slots/pole configurations, for example, Slots =
Poles ± 2; Poles ± 3, etc. Such topologies can be built with pre-formed tooth wound
coils. When the coils are pre-formed, various shapes can be considered and the con-
ductors can be subjected to a high pressure assembly method that would increase
significantly the amount of conducting material, copper or aluminum, that can be
packed into the machine’s slots. Other AC electrical machine types, such as induc-
tion or synchronous wound field, cannot benefit from these solutions as they generally
require a distributed winding configuration.

In an alternative current (AC) field, any electrical machine may benefit from
using aluminum magnet wire. This is valid in special applications like automotive
and aerospace, where a high rotational speed (>10,000 rpm) and highly transient duty
cycles might be required. For comparison, the two main materials used for windings,
that is, copper and aluminum properties, are given in Table 4.3.

In high speed applications, the winding losses will comprise a DC component
and an AC component. If the induced eddy currents are resistance limited and the
magnetic field generated by the eddy currents is negligible compared to the exter-
nal field, simplified formulae can be deduced to estimate the specific AC losses in
the winding (equations 4.2 and 4.3). Notice that the inductance of the eddy current
path and the mutual interactions between neighboring conductors are not catered for.
This approach is accurate where the conductor dimension is small relative to the skin
depth effect of the magnetic field variation and has been successfully applied to eval-
uating eddy current losses in randomly disposed, multi-stranded electrical machine
windings.

Round conductor specific AC losses:

Pac =
πldc

4(𝜔B)2

64 𝜌
(4.2)

Rectangular conductors specific AC losses:

Pac =
lhcwc

3(𝜔B)2

12 𝜌
(4.3)

where 𝜌 is the electrical resistivity, l is the conductor active length, B is the average
value of a sinusoidal external field, and 𝜔 is the electric pulsation. The rectangular
conductor cross-section is defined by its height hc and width wc, and the circular
conductor by its diameter dc.
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TABLE 4.1 Standard insulation classes [5]

IEC 60085
Thermal
class [2]

Old IEC
60085

Thermal
class [2]

NEMA
class [3]

NEMA/UL
letter class

[3]

Maximum
hot spot

temperature
allowed Typical materials

70
90 Y 90◦C Unimpregnated paper, silk,

cotton, vulcanized natural
rubber, thermoplastics that
soften above 90◦C [4]

105 A 105 A 105◦C Organic materials such as
cotton, silk, paper, some
synthetic fibers [5]

120 E 120◦C Polyurethane, epoxy resins,
polyethylene terephthalate,
and other materials that
have shown a usable
lifetime at this temperature

130 B 130 B 130◦C non-organic materials such as
mica, glass fibers, asbestos,
with high-temperature
binders or others with
usable lifetime at this
temperature

155 F 155 F 155◦C Class 130 materials with
binders stable at the higher
temperature or other
materials with usable
lifetime at this temperature

180 H 180 H 180◦C Silicone elastomers and class
130 non-organic materials
with high-temperature
binders, or other materials
with usable lifetime at this
temperature

200 N 200◦C As for class B and including
Teflon

220 220 R 220◦C As for IEC class 200
240 S 240◦C Polyimide enamel (Pyre-ML)

or polyimide films (Kapton
and Alconex GOLD)

250 250◦C As for IEC class 200. Further
IEC classes designated
numerically at 25◦C
increments

N/A N/A N/A N/A 300 Newly developed polymer
(NeoTemTM) at Zeus Inc.
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TABLE 4.2 Insulation materials

Material
Thermal conductivity

(W/m/K)
Electric resistivity

(ohm × cm) Manufacturer

MC4260 0.60–0.70 8 × 1014 Elantas
Kapton FN 0.12 1.4–2.3 × 1017 DuPont
Nomex paper 0.12–0.15 8 × 1011–8 × 1016 DuPont
PEEK 450G 0.25 4.9 × 1016 Victrex
Mylar∗ 0.140 1013–1018 DuPont
ECCTreme ECEA 3000 0.180 >1018 DuPont
Teflon PTFE 0.22 >1018 DuPont

The AC losses will decrease if the electrical resistivity of the material is higher
and therefore the copper made windings will exhibit higher AC losses than aluminum
made winding for the same dimensions, and load. An increased ratio of conduct-
ing material area over the slot area can be achieved by using: pre-formed bobbins,
Figure 4.1; profiled, flat wire, Figure 4.2.

4.3 HEAT EXTRACTION THROUGH CONVECTION

Convection heat transfer mode appears between a surface and a fluid due to inter-
mingling of the fluid immediately adjacent to the surface where a conduction trans-
fer mode will occur with the remainder of the fluid due to the molecules’ motion
[4, 7–11].

Generically, we distinguish between:

a. natural convection when the fluid motion is due to buoyancy forces that arise
from the change in density of the fluid in the vicinity of a surface; and

b. forced convection when the fluid motion is due to an external force created by
a special device, for example, fans, pumps.

Based on the fluid flow type, it is possible to have laminar flow (this is a stream-
lined flow and occurs at lower velocity) and a turbulent flow. Turbulent flow is created
by eddies at higher velocities resulting in an enhanced heat transfer by comparison
with the laminar flow case, but with a larger pressure drop. Convection depends on

TABLE 4.3 Copper and aluminum wire properties

Material
Electric resistivity at

20◦C (ohm × m)
Thermal conductivity

(W/m/K)
Density
(kg/m3)

Specific heat
(kJ/kg/K)

Copper 1.724 × 10−8 386 8890 0.385
Aluminum 99.9% 2.826 × 10−8 205 2700 0.833
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Figure 4.1 Pressed coil for high slot fill factor.

the heat transfer coefficient h that is determined empirically from test data or from
CFD analysis.

The convection heat transfer can be computed as:

Q = hcA(Twall − Tfluid) (4.4)

The convection thermal resistance is calculated using:

Rth = 1
hA

(4.5)

where

hc = convection heat transfer coefficient (W/m2/K)
A = wall surface area (m2)
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Figure 4.2 Profiled and standard coils [6]. Source: http://www.ifam.fraunhofer.de/

Convection depends on the heat transfer coefficient hc that is determined empir-
ically from test data or from CFD analysis.

A set of dimensionless numbers can be used to define in detail the convec-
tion phenomenon. The dimensionless numbers are functions of fluid properties, size
(characteristic length), fluid velocity (forced convection), temperature (natural con-
vection), and gravity (natural convection).

� Reynolds number (Re)—inertia force/viscous force

Re = 𝜌vL∕𝜇 (4.6)

� Grashof number (Gr)—buoyancy force/viscous force

Gr = 𝛽g𝜃𝜌2L3∕𝜇2 (4.7a)

Gr =
g𝛽𝜌2(Twall − Tfluid)L3

𝜇2
(4.7b)

� Prandtl number (Pr)—momentum/thermal diffusivity for a fluid

Pr = cp𝜇∕k (4.8)

let &hbox {char '046}http://www.ifam.fraunhofer.de/
http://www.ifam.fraunhofer.de/
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� Nusselt number (Nu)—convection/conduction heat transfer in a fluid

Nu = hL∕k (4.9)

where

h = heat transfer coefficient (W/m2C)
𝜇 = fluid dynamic viscosity (kg/s m)
𝜌 = fluid density (kg/m3)
k = thermal conductivity of the fluid (W/mC)
cp = specific heat capacity of the fluid (kJ/kg C)
v = fluid velocity (m/s)
𝜃 = surface to fluid temperature (◦C)
L = characteristic length of the surface (m)
𝛽 = coefficient of cubical expansion of fluid (1/C)
g = acceleration due to gravity (m/s2)

As convective heat transfer is non-dimensionalized with Nusselt number (Nu),
hC can be calculated using empirical correlations based on dimensionless numbers
(Re, Gr, Pr):

Nu =
hcL

k
= f (Re, Gr, Pr) (4.10)

� L = characteristic length (m)
� k = fluid thermal conductivity (W/m/K)

The dimensionless numbers allow the same formulation to be used with dif-
ferent fluids, dimensions, and models of dynamic and geometric similarity to those
used in the original experiments. A lot of correlations are available in the literature
and specialized software as Motor-CAD automatically selects the most appropriate
correlation that matches the cooling type and geometry shape: cylinder, flat plate,
open/enclosed channel, etc.

4.3.1 Natural Convection

There is a general form of natural convection correlation:

Nu = f (Gr, Pr) = C(Gr Pr)n (4.11)

� C and n are curve fitting constants
� Rayleigh number, Ra = Gr Pr
� Transition from laminar to turbulent flow: 107 < Ra < 109

� All fluid properties are evaluated at the film temperature,

Tf =
(Twall + Tfluid)

2
(4.12)
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4.3.2 Forced Convection

General form of forced convection correlation:

Nu = f (Re, Pr) = CRemPrn (4.13)

C, m, and n are curve fitting constants.
Re is a measure of inertial forces to viscous forces.
For external flow, laminar/turbulent transition Re ≈ 5 × 105

For internal flow, the following observations are valid:

� The flow is assumed to be fully laminar when Re< 2300 in circular/rectangular
channels and when Re < 2800 in concentric cylinders.

� The flow is assumed to be fully turbulent when Re > 5000 (in practice the flow
may not be fully turbulent until Re > 10,000).

� A transition between laminar and turbulent flow is assumed for Re values
between those given above.

4.3.3 Enclosed Channel Forced Convection

Laminar Flow
Concentric cylinders (adaptation of formulation for parallel plates which includes
entrance length effects):

Nu = 7.54 +

[
0.03 × Dh

/
L × Re Pr

]

[
1 + 0.016 ×

(
Dh
/
L × Re Pr

) 2
3

] (4.14)

The second term in the above equation is the entrance length correction which
accounts for entrance lengths where the velocity and temperature profiles are not
fully developed.

Circular channels (which includes entrance length effects):

Nu = 3.66 +

[
0.065 × Dh

/
L × Re Pr

]

[
1 + 0.04 ×

(
Dh
/
L × Re Pr

) 2
3

] (4.15)

Rectangular channels (adaptation of formulation for round channels):

Nu = 7.46 − 17.02
H
W

+ +22.43
( H

W

)2
− 9.94

( H
W

)3

+

[
0.065 × Dh

/
L × Re Pr

]

[
1 + 0.04 ×

(
Dh
/
L × Re Pr

) 2
3

] (4.16)

where H/W = channel height/width ratio.
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1

1: Stationary outer cylinder

2: Taylor vortices

3: Rotating inner cylinder

2

3

Figure 4.3 Turbulent flow in [8]. Reproduced with permission of Royal Society.

Turbulent Flow
We can use Gnielinski’s formula for fully developed turbulent flow (3000 < Re
< 1 × 106)

Nu =
(f∕8) (Re − 1000) Pr

1 + 12.7(f∕8)1∕2(Pr2∕3 − 1)
, (4.17)

where f is Darcy friction factor and for a smooth wall is:

f = [0.79 ln (Re) − 1.64]−2 (4.18)

In cooling channels, the fluid boundary layer is developing at the duct entrance
before it becomes fully developed. A correction factor is applied for the developing
flow.

It is noted that h increases dramatically as the flow regime changes from being
laminar to turbulent flow, Figures 4.3 and 4.4.

For transitional flow heat transfer, Nu is calculated for both laminar and tur-
bulent flow using the above formulations. A weighted average (based on Re) is then
used to calculate Nu in the transition zone.

Modern applications where electrical machines are employed frequently rely
on forced convection cooling systems that use air or liquid, that is, water, oil, and their
combinations. Based on the convection technique, we have: air natural convection
(h = 5–10 W/m2/K), air forced convection (h = 10–300 W/m2/K), and liquid forced
convection (h = 50–20000 W/m2/K).

Forced convection heat transfer from a given surface is a function of the
local flow velocity. In order to predict the local velocity, a flow network analysis
is performed to calculate the fluid flow (air or liquid) through the machine. Empir-
ical dimensionless analysis formulations are used to predict pressure drops for flow
restrictions such as vents, bends, contractions, and expansions. The governing equa-
tion that relates pressure drop (P (Pa), equivalent to an electrical voltage) to volume
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Figure 4.4 Convection heat transfer coefficient variation with velocity [9–11]

flow rate (Q (m3/s), equivalent to electrical current) and fluid dynamic resistance (R
(kg/m7)) is:

P = R ⋅ Q2 (4.19)

The formulation is in terms of Q2 rather than Q due to the turbulent nature of the
flow. Two types of flow resistance exist. First, where there is a change in flow condi-
tion, such as expansions, contractions, and bends. Second, due to fluid friction at the
duct wall surface: in electrical machines, this is usually negligible compared to the
first resistance type due to the comparatively short flow paths. The flow resistance is
calculated for all changes in the flow path using (4.20).

R = K ⋅ d
2 ⋅ A2

(4.20)

where d (kg/m3) is the air density, A (m2) is the flow area, and K is the dimensionless
coefficient of local fluid resistance whose value depends upon the local flow condition
(obstruction, expansion, contraction, etc.). Many empirical formulations are available
in the technical literature to calculate the K factor for all changes in flow section within
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the motor. A merit of thermal tool is to automatically select the most appropriate
formulation for all the flow paths involved, that is, a sudden contraction when air
enters the stator/rotor ducts, a 90◦ bend where the air passes around the end winding,
etc.

Forced convection can be achieved using configurations of channels, ducts,
water jackets, spray cooling, and axle cooling:

i. TENV motors with various housing design types; for this cooling type, the heat
extraction strongly depends on the motor dimensions, the viscous force, and the
thermal diffusivity of the fluid.

ii. Fan cooled motors (TEFC) in which the fin channel design is essential, typi-
cally, an external fan is used to blow a fluid (normally air) across the outside of
the machine. The heat dissipation from the outside of the motor is assumed to
be a combination of mixed convection (forced convection due to fan combined
with natural convection), radiation, and conduction. The cooling fluid can be
air or any other fluid.

iii. Though ventilation with rotor and stator cooling ducts is characterized by a
flow of fluid (usually air) through three parallel paths (stator axial ducts, rotor
axial ducts, and airgap) of the machine, the fluid passing through the machine
can be air or any other fluid like water or oil.

iv. Water jackets with various design types (axial and circumferential ducts) and
stator and rotor water jackets.

v. Submersible cooling in which the motor is operating in a liquid environment
such as water, oil, or a mixture of water, oil, and air.

vi. Wet rotor and wet stator cooling is where a fluid is passed down the airgap of
the machine and over the shaft and end-winding surfaces in the endcap regions
of the machine.

vii. Spray cooling, when the cooling fluid is passed down a hole on the shaft and is
sprayed directly at the inner surface of the end windings due to the centrifugal
forces.

viii. Direct conductor cooling, for example, slot water jacket when a cooling fluid
is flowing through the slots; it is possible to have internal ducts within the slot
to contain the fluid, or the fluid is just completely flowing between conductors.

Table 4.4 gives the thermal and mechanical properties for the most used fluids
in forced convection systems for power traction motors.

Figure 4.5 shows a TENV servomotor that has improved heat extraction by
optimizing the space and shape of the housing fins.

In Figure 4.6, an in-wheel motor with natural convection air cooled rotor and
axle water jacket with EWG50/50 cooling fluid is presented. The central axle of the
wheel acts also as a large heat sink.

Figure 4.7a illustrates the Nissan Leaf electric motor assembly. This is a brush-
less permanent magnet (BPM) motor that is cooled via a water jacket with three par-
allel paths and using as cooling fluid EGW 50/50, with 6 l/min flow rate and 65◦C
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TABLE 4.4 Cooling fluids properties—average values at 0◦C–40◦C

Fluid
Thermal conductivity

(W/m/K)
Specific heat

(kJ/kg/K)
Density
(kg/m3)

Kinematic
viscosity (m2/s)

Air (sea level) 0.0264 1.0057 1.1174 1.57 × 10−5

Brayco Micronic 0.1344 1.897 835 1.35 × 10−5

Dynalene HF-LO 0.1126 2.019 778 3.2 × 10−6

EGW 50/50 0.37 3.0 1088 7.81 × 10−6

EGW 60/40 0.34 3.2 1100 1.36 × 10−5

Engine oil 0.147 1.796 899 4.28 × 10−3

Mobil Jet Oil 0.149 1.926 1014 1.88 × 10−4

Paratherm LR 0.1532 1.925 778 3.43 × 10−6

PGW 50/50 0.35 3.5 1050 1.9 × 10−5

PGW 60/40 0.28 3.25 1057 3.31 × 10−5

RF 245 FA 0.014 0.9749 10.51 1.027 × 10−5

Silicone KF96 0.15 1.5 1000 8 × 10−5

Skydrol 500-4 0.1317 1.75 1000 3.5 × 10−5

Water 0.56 4.217 1000 1.78 × 10−6

inlet temperature. In Figure 4.7b, the modeled temperature distribution in the water
jacket is given.

Figures 4.8 and 4.9 present a new high torque density motor for electric racing
cars. With all the electromagnetic loss components minimized, an extremely efficient
cooling system is still required for the heat extraction from the motor without com-
promising the overall system performance. The stator winding is cooled with forced
liquid—Paratherm LR, Table 4.4—through the slot.

The fluid is retained in the stator slots region with a carbon fiber tube, whilst
the end windings are potted. The volume flow rate is variable between 5 and 15 l/min
allowing a winding temperature below 120◦C in all cases.

In the airgap, a constant air volume flow rate of 1000 l/min helps with maintain-
ing the rotor surface and magnet’s temperature at less than 160◦C. Inlet temperatures
are between 40◦C and 50◦C.

Figure 4.10 shows YASA cooling system. The stator is formed by individual
teeth carrying individual coils and assembled together using resins, so that there is
no back iron—yokeless armature topology.

There is a water jacket type housing that contains cooling liquid. The stator
housing has heat dissipating fins accessible to the open environment whereby air
movement relative to the housing, caused by rotation of the rotor, absorbs heat
from the fins. The motor is an axial flux machine and is used for in-wheel vehicle
applications.

Another recently popular and efficient cooling system is to implement oil spray
cooling, with or without the use of nozzles. A typical arrangement is to fill the motor
partially with oil such that the oil in contact with the rotor splashes around the end-
space and cools the surfaces that it splashes over. Such a method is used in the Toyota
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Figure 4.5 (a) Servomotor with optimized fins for natural convection, (b) influence of the
gap between fins on motor thermal response [19, 21].

Prius traction electric motor. The level of oil fill is important in this case. Too little oil
and there will be no pick up of oil from the rotor and so no splashing. Too much oil
will hinder the splashing and also increase the windage loss due to oil in the airgap.

Yet another arrangement is to feed oil onto the rotor such that it is thrown off
the axial ends by rotation so hitting the end windings and other surfaces in the end-
space. A good cooling fluid for electrical machines using the spray method should
have acceptable properties as listed: chemically stable and inert, non-toxic, non-
flammable, low dielectric constant, high dielectric strength, high electric resistivity.
Obviously, water is not suitable due to its properties: electrically conductive, corro-
sive, etc.
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Figure 4.6 In-wheel electric motor, air cooled and axle water jacket [66]. Reproduced with
permission of Protean Electric Ltd.
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Figure 4.7 (a) Nissan leaf electric motor; (b) CFD analysis of the cooling system [67].
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Figure 4.8 High torque density BPM for electric racing cars [69].

The use of perfluorinated inert liquids are recommended. However, these fluids
have properties that are strongly dependent on the working temperature [75, 77].

Two liquids are considered for the submerged double-heat impingement (SDJI)
method, both are Baysilone silicon oils manufactured by BAYER [77].

An important selection criteria for cooling fluids is the minimization of the
external case-to-fluid thermal resistance. A fluid thermal figure-of-merit (FOM) is
introduced. This figure has an empirical form and is strictly determined based on
measurements. FOM can be associated with the heat transfer coefficients of the clas-
sical thermal analysis method [75].

For small ratio axial length/diameter of the machine, heat transfer predominantly
occurs in the impingement region, represented by the following figure-of-merit:

FOMj =
d0.5k0.6c0.4

𝜇0.1
(4.21)

Inlet fluid

Outlet fluid

Figure 4.9 Axial cross-section for high torque density motor with dual cooling system: oil
through the slots and air through the rotor [69]. Source: Reproduced with permission of IEEE.
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Figure 4.10 YASA motor cooling system (a) axial cross-section, (b) 3D view of the
motor—US 20130187492 A1 [71].

For large ratio axial length/diameter, the wall jet region dominates the heat
transfer:

FOMwj =
d0.8k0.6c0.4

𝜇0.4

where d = density (kg/m3); k = thermal conductivity (W/mK); c = specific heat
capacity (J/kg◦C); μ = dynamic viscosity (kg/m2s).

Table 4.5 shows that the heat transfer coefficients of the impingement area are
not influenced by the fluid properties [75, 77, 78]. Only the area where the fluids
are in direct contact (wall jet) will be characterized by heat transfer coefficients that
vary with the cooling fluid properties. The optimal cooling will also depend on the
geometry of the nozzles.

Figure 4.11 shows a 3D schematic representation of a brushless permanent
motor with spray cooling system. The fluid flow directions coming from various noz-
zles mounted on the shaft, rotor poles, or end winding to outer cap and stator bore
are modeled via symbolic arrows.
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Figure 4.11 Spray cooled motor.

In Figure 4.12, another combined cooling system with stator water jacket, oil
as cooling fluid, and forced air flow through the rotor assembly is presented.

As illustrated in Figure 4.13, the motor/generator may be in a cooling circuit
with the transmission such that the cooling oil is provided from the transmission to
the motor/generator, that is, the same cooling oil used to cool transmission compo-
nents cools the motor/generator. Alternatively, the motor/generator may be provided
with cooling oil in a separate cooling circuit not shared with the transmission. A
power inverter module operatively connected with the motor/generator for providing
electrical power to the stator may be cooled within the same cooling circuit as the
motor/generator, or may have a dedicated cooling circuit using oil, water–ethylene
glycol, or air cooling.

Figure 4.12 Nissan leaf traction motor—water jacket with oil and air induction system [70].
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Figure 4.14 (a) Tesla S induction motor, (b) co-axially cooled stator and rotor—US
2014/0368064 A1 [73].

In this solution, only one cooling path is used to deliver cooling fluid to cool
the stator, the rotor, and preferably bearings within the motor/generator. The flow is
controlled using a ring so that the cooling fluid is thrown outward toward the stator
by centrifugal force.

In Figure 4.14, the cooling system of the electric motor contains one heat pipe
that goes through the motor hollow axle. An end of the heat pipe is extended and
coupled to a heat exchanger that is formed by metallic plates shaped as fan blades.

4.4 HEAT EXTRACTION THROUGH RADIATION

Radiation heat transfer mode from a surface appears due to the energy transfer
by electromagnetic waves [1–4]. The energy is emitted by vibrating electrons in
molecules of the material of the surface of the analyzed body. The amount of emit-
ted energy depends upon the absolute temperature of the body and can occur also in
vacuum environment.
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TABLE 4.6 Total emissivity of various materials

Material Emissivity Material Emissivity

Aluminum Iron
Commercial sheet 0.09 Oxidized 0.74–0.89
Unoxidized 0.03–0.1 Unoxidized 0.05
Heavily oxidized 0.20–0.30 Nickel oxidized 0.31–0.46
Alloy A3003, oxidized 0.41 Paints
Alumina on Inconel 0.45–0.69 Black 0.92
Asbestos 0.96 White 0.91
Carbon 0.79–0.95 Green 0.95
Chromium polished 0.06 Steel cold rolled 0.75–0.85
Copper Rubber, hard 0.94
Polished 0.03 Silver, polished 0.02–0.03
Black oxidized 0.78 Inconel polished 0.19–0.21
Brass polished 0.03 Tin unoxidized 0.04

Radiation depends on emissivity 𝜀 and the view factor F of the analyzed surface,
the ambient temperature T0, and housing body temperature T1, with the correspond-
ing thermal resistance given by:

Rth =
(T1 − T0)

𝜎𝜀F
(
T1

4 − T0
4)A

Radiation phenomena occur both inside and outside the motor and in parallel with
heat transfer through conduction and convection, natural or forced. It is possible to
improve the motor cooling system through radiation by one or more of the following
ways:

� Housing emissivity. The motor paint and its fin dimensions can be chosen to
improve the motor apparent emissivity [8], Table 4.6.

� Reduce the temperature of the surroundings bodies. Hot devices, such as other
motors working in the neighborhood, can transfer heat by convection, con-
duction, and radiation. For example, by means of a separator, the tempera-
ture of surrounding elements will not significantly influence the heat extraction
through radiation for the analyzed component.

� Environment system absorptivity. When the motor is in a small working envi-
ronment, for example, in a small box, a high wall absorptivity reduces the
reflected radiation heat that strikes the motor.

Significant radiation thermal exchanges are not only present on the external
frame, but also at several surfaces inside the motor. In particular, the main radia-
tion paths are between the copper wires inside the slot and the stator lamination and
between the end winding and the external frame.
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4.5 COOLING SYSTEMS SUMMARY

Considering all the heat extraction methods described in previous sections, one can
note that the forced convection method is the most efficient way to cool electrical
machines. The clear majority of power traction electrical machines are cooled using
forced liquid cooling. However, these cooling systems are also the most expensive and
represent significant manufacturing challenges. The fluids must be well contained in
sealed housing. The water jacket type housings add to the overall weight of the motor-
drive system.

Natural convection and thermal conduction cooling represent the inherent
methods to extract heat and therefore are also the cheapest from the manufacturing
point of view.

Cooling through radiation is less effective, even though the cost of painting the
motors represents generally a small fraction of the total production cost.

4.6 THERMAL NETWORK BASED ON
LUMPED PARAMETERS

The thermal network analysis can be sub-divided into two main calculation types:
heat transfer and flow network analysis.

a. Heat transfer analysis is the thermal counterpart to electrical network analysis
with the following equivalences: temperature to voltage, power to current, and
thermal resistance to electrical resistance.

b. Flow network analysis is the fluid mechanics counterpart to electrical network
analysis with the following equivalences: pressure to voltage, volume flow rate
to current, and flow resistance to electrical resistance. In the heat transfer net-
work, a thermal resistance circuit describes the main paths for power flow
enabling the temperatures of the main components within the machine to be
predicted for a given loss distribution. In the thermal network model, it is pos-
sible to lump together components that have similar temperatures and represent
each as a single node in the network. Nodes are separated by thermal resistances
that represent the heat transfer between components. Inside the machine, a set
of conduction thermal resistances represents the main heat transfer paths, such
as from the winding copper to stator tooth and back iron, from the tooth and sta-
tor back iron nodes to the stator bore and housing interface In addition, internal
convection and radiation resistances are used for heat transfer across the airgap
and from the end windings to the endcaps and housing. External convection and
radiation resistances are used for heat transfer from the outside of the machine
to ambient.

Lumped circuit thermal models have been extensively utilized and validated on
numerous machine types and operating points. Such a wide range of studies has
increased confidence in such thermal models. As an example of this approach, the
thermal model in Figure 4.15 has been used to analyze a 22.5 kVA synchronous
machine, shown in Figure 4.16.



Fi
gu

re
4.

15
E

xa
m

pl
e

of
he

at
tr

an
sf

er
ne

tw
or

k
fo

r
an

el
ec

tr
ic

m
ot

or
[7

].



190 CHAPTER 4 THERMAL PROBLEMS IN ELECTRICAL MACHINES

Figure 4.16 Radial and axial cross-sections of a synchronous wound field machine [7].

The model calculates both the air flow and heat transfer in the machine. Air
flow and temperature rise for all stator and rotor nodes were within 10% of measured
values.

Analytical lumped circuit techniques are also very useful in determining the
thermal model’s required discretization level. This refers to the number of sections
used to model the electrical machine as a whole, or some of the more critical com-
ponents, both in the axial and radial directions. Several studies have been performed
to determine the required discretization level for a synchronous generator, with par-
ticular attention being given to the winding area. Due to its low thermal conductivity
(2–3 W/m/K), this area is of great thermal significance and has to be analyzed with
care. In the real winding, the heat generation is distributed over the section, and this
study highlights the impact upon accuracy of specifying such loss in discrete nodes.
A number of rotor winding models were used, ranging from a “single block” (1 × 1)
representation to a rotor winding represented by 100 smaller sections (10× 10). These
two models are shown in Figure 4.17.

In Figure 4.18, the trend of the predicted averaged node temperatures as a func-
tion of the number of network nodes per section is reported. Concentrating all loss in
one node in 1 × 1 network results in an unrealistic gradient between wall and winding
center. Thus a suitable formula must be used to derive the average section temperature
(20.2◦C) from a single node temperature and wall temperatures; otherwise it could be
wrongly interpreted as the whole winding section being at 60.5◦C. The winding dis-
cretization level of 10 × 10 yields a more accurate prediction (average 17.7◦C, peak
35.8◦C) without the need for the formula when compared with FEA result (average
17.0◦C, peak 37.2◦C). To sum up, using lower levels of discretization reduces the
accuracy of the results, whilst increasing node number unnecessarily complicates the
thermal model.

As previously reported, lumped thermal parameters analysis involves the deter-
mination of thermal resistances.
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Figure 4.17 1 ×1 (top) and 10 × 10 (bottom) rotor winding models [7].
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Figure 4.18 Rotor winding discretization results up to 11 × 11 [7].
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4.7 ANALYTICAL THERMAL NETWORK ANALYSIS

The main characteristics of analytical software packages used in thermal analysis of
electrical machines are discussed in this section. Analytical thermal network analysis
software packages can be sub-divided into three types; dedicated software for thermal
analysis of electric motors, general purpose network solvers with library components
that can be used for thermal analysis, and custom packages written by the electrical
machine designers for a particular machine type. There are very few commercial
software packages for electric motor thermal analysis. Motor-CAD is one of the most
widely used tools. The main advantage of the package is that the user need only input
details of geometry, winding, and materials used and the software automatically sets
up the thermal network and selects the most appropriate analytical formulations for
each of the circuit components. Thus, the user need not be an expert in heat transfer
analysis in order to use the software. The main limitation of such dedicated software
is that the geometry is based on a fixed set of topologies, that is, pre-parameterized
models. If the user’s geometry is not similar to any of the inbuilt topologies, then a
model cannot be implemented. Ideally, such packages should have some advanced
features such that the user can edit the thermal circuit to model minor modifications
to the geometry. It is important to underline that most motor topologies are relatively
standard from the thermal point of view.

If a totally new type of structure is being analyzed, then there can be advantages
in the user developing a completely new thermal network in a system simulation tool.
Such packages usually have powerful network editors with drag and drop interfaces.
This tool has features to help the user set up thermal networks in terms of thermal
libraries. In particular, powerful “wizard” dialogs are used to select geometry and
material data from which the most appropriate analytical mathematical formulations
are automatically selected. Thus, the user sets up the thermal circuit from a geomet-
ric point of view rather than spending time researching heat transfer formulations.
This is also the typical approach used by a motor designer when developing ther-
mal analysis software for their own company use. As an example, for established
machine topologies for which design evolves slowly, manufacturers may be inclined
to adopt their own software, where impressive user interfaces and topology flexibility
are replaced with available measured results, allowing validation and fine tuning of
such software. One example worth mentioning is TTOOL, an analysis program for
the design of synchronous generators ranging from 7.5 to 2500 kVA. The software
development was carried out in accordance with Design for Six Sigma practices and
the process took approximately 1 year. The appropriate discretization for the geome-
try and depth of analysis of each involved physics discipline was defined, so that on
the basis of 90 machine input parameters (stored in a database for all frame sizes and
core lengths) the resulting predictions typically lie within 5% of measured average
winding temperatures. Simultaneous iterative solutions of heat generation, fan and
flow circuit parameters, surface heat transfer, and conduction in solid material can be
carried out for both steady-state and transient simulation. In addition to geometry and
material changes, such effects as varied load, ambient conditions, filter or blockage
effects can be studied with the package.



4.8 THERMAL ANALYSIS USING FINITE ELEMENT METHOD 193

A further advantage of commercial packages used for thermal analysis is that
they can be programmed to use sophisticated integration techniques that are tolerant
to stiff sets of equations and nonlinearity. Stiffness can be a major problem when
calculating the thermal transient response of motors which are constructed with parts
having very different mass values.

For example, as the air-gap thermal capacity is much less than that of the wind-
ing, it will influence the integration step length, but have little influence on the ther-
mal response of the machine. Also, network-based solvers that represent the system
in terms of differential algebraic equations rather than ordinary differential equations
have advantages in terms of stability for very nonlinear systems.

It is important to highlight that to obtain an accurate thermal model for an elec-
trical machine, both analytical formulation and numerical method benefit from the
previous experience of the designer. This is due to some thermal phenomena being
dependent upon the manufacturing process of components.

4.8 THERMAL ANALYSIS USING FINITE
ELEMENT METHOD

Finite element analysis (FEA) is now a standard tool for electromagnetic analysis.
Both 2D and 3D models are used. Often software packages for electromagnetic anal-
ysis also include a module for thermal analysis. At first glance, FEA seems more accu-
rate than thermal network analysis. However, it does suffer from the same problems
previously described with uncertainty in the computation of thermal resistances due
to interfaces and convection. In fact, an accurate FEA solution requires the knowledge
of the same thermal parameters discussed in Chapter 4.2. A superficial knowledge of
the geometrical and material properties used in a machine construction is often not
sufficient to give an accurate prediction of the thermal performances. The main role
of FEA is in the accurate calculation of conduction heat transfer in complex geomet-
ric shapes such as heat transfer through strands of copper in a slot. For this problem,
FEA analysis can be used to calculate the equivalent thermal conductivity that can
then be used in network analysis.

One problem with this calculation is that some assumptions must be made
regarding the randomness of the conductor placement, the impregnation goodness,
and any gaps between the slot liner and the stator lamination. This approach is much
easier for winding types that have a known conductor placement, that is, form wound
windings or precision windings.

In Figure 4.19, a steady-state thermal 2D FEA solution of a set of rectangular
shaped copper conductors in a slot is shown. A fixed temperature boundary condi-
tion is applied to the outer surface of the stator lamination and a fixed amount of
copper loss is applied to the problem. This simple boundary condition is possible as
the designer is only interested in calculating the temperature difference between the
winding hotspot and tooth/stator back iron. It is important to underline that simple
thermal resistances in the lumped circuit can then be calibrated and used to give the
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Figure 4.19 Steady-state 2D finite element analysis of the temperature rise in a slot with
rectangular copper conductors.

same temperature rise, avoiding time-consuming tasks such as mesh definition and
heat field computations.

FEA can be used to modify thermal networks to take into account specific loss
distribution. In many lumped parameter thermal networks, it is assumed that the loss
distribution across the electrical machine is uniform, but FEA results clearly illustrate
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Figure 4.20 Magnetic flux distribution across machine radial cross-section [7].

the non-symmetrical nature of the operational flux density and related power loss
distribution inside the machine as shown in Figure 4.20 for a salient pole synchronous
machine.

Therefore, FEA results can be used to define the thermal network discretization
level and a more realistic injection of the losses in the network nodes. It is important
to underline that FEA applications are very time consuming for the actual geometry
discretization and modification, even if a parametric approach for the geometry def-
inition is used. Consequently, as most FEA electromagnetic packages include finite
element thermal analysis facilities, FEA can be considered a convenient solution in
very complex geometry not approachable with lumped parameters.

4.9 THERMAL ANALYSIS USING COMPUTATIONAL
FLUID DYNAMICS

CFD applied to the design of an electrical machine primarily aims to determine
coolant flow rate, velocity, and pressure distribution in the cooling passages or around
the machine and the levels of surface heat transfer for subsequent analysis of temper-
ature in the active material and remaining solid structures. This method can replace
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the combination of traditional one-dimensional (1D) ventilation resistance networks
based on correlations for pressure drops across local and friction resistances, and cor-
relations for surface heat transfer coefficients. The history of CFD use for studying
aspects of electrical machines spans more than two decades back to days of simple
purpose written CFD codes and early days of commercial codes. The limitations of
the software and hardware of this era meant steep calculation costs and only little
practical benefit for the industry. The industry benefited more by engaging in univer-
sity research projects that evaluated the capability of CFD, as physical models for
phenomena such as turbulence or rotation effects could lead to a variation in results
[41]. Numerous papers were published that dealt with the comparison of predicted
surface heat transfer coefficients with those measured experimentally or determined
by established correlations. In the 1990s, the confidence in CFD and the evidence
of its practical use in the design of machines started to emerge. Coolant flow opti-
mization studies and isolated fan design were the most common examples. Computer
hardware limitations still meant heavy use of periodic assumptions and coarse com-
putational meshes, unless parallel computing was available.

Without proper understanding of fluid flow in or around the machines, con-
tinuation in the trend of increasing the power density will not be possible. Modern
CFD codes are mostly based on the finite volume technique solving Navier–Stokes
equations, complimented by a selection of validated and proven physical models to
solve 3D laminar or turbulent flow and heat transfer to a high degree of accuracy.
Major challenges with CFD vendors now lie in bringing the codes to a wider
engineering community. Experts on CFD are not as much segregated from other
engineers due to the in-depth knowledge of the underlying fundamental physics,
but due to the skills it takes to convert geometry into a discretized mesh (or grid).
The complexity of the meshing process lies in reducing the amount of detail in the
machine without impacting on the accuracy of the solution.

In most cases, today, CFD analysis would start with some form of 3D native
model produced in a CAD package. The deciding factor for choosing a CFD package
is how tolerant it is to deficiencies in the particular geometry meshing software. Many
CFD users, including those working with the leading commercial codes, have experi-
enced periods of frustration when dealing with real geometry. When meshing internal
volumes of electrical machines, one has to observe certain rules to avoid excessive
numbers of cells in the mesh. Very narrow gaps between rotor and stator or in radial
channels require high aspect ratio hexahedral elements, which usually rule out auto-
mated meshing techniques. Very good practice, often unavoidable, is sub-dividing
the whole domain to volumes that are easier to mesh (Figure 4.21). The splitting is
required by some CFD codes also to separate domains with rotation associated with
rotating parts, and stationary parts.

To provide a rough guide on size of models and required computer power, a 64-
bit workstation with 8 GB of RAM is a recommended minimum industry standard,
typically needed to perform an analysis of air flow and convective heat transfer for
a 180◦ periodic or full model, depending on level of details, for internal flow. This
corresponds to discretization of the fluid region to approximately 8 million cells. In
case of machines with many internal cooling ducts, 1-pole periodicity may result in
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Figure 4.21 Model of the fluid flow around end winding in ANSYS Fluent.

consuming the same resource. The types of CFD analysis for an electrical machine
can be divided into:

A. Internal flow—either in a through ventilated machine, where ventilation is
driven by a fan (Figure 4.21) or self-pumping effect of rotor, or in a TEFC
motor/generator to assess the air movements that exchange heat from winding
overhangs to frame.

B. External flow—flow around the enclosure of a TEFC motor/generator
(Figure 4.22).

C. Fan design and performance studies—due to cost of material, manufacturing
processes, space or access constraints, fans employed in electrical machines
often have very poor aerodynamic efficiency (Figure 4.22). In the case of radial
fans, there are rarely any means of pressure recovery at exit. CFD offers a
great deal of help in improving fan design and its interaction with the cooling
circuit.

D. Supporting analysis—water flow in cooling jackets, cooling of associated
power electronics (Figure 4.23).

The secondary function of CFD can be to solve heat flow paths all the way into the
regions of their origin by means of conduction. This is essentially extending the CFD
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Figure 4.22 Model of the fluid flow around stator pack in ANSYS Icepak.

capability by FE thermal solution, often referred to as conjugate heat transfer mod-
eling. In a R&D environment, it may be useful in prototype design work for vali-
dating lumped parameter thermal models, otherwise, in most cases it devalues the
primary objective of CFD by introducing additional assumptions related to manufac-
turing processes and material properties. A link between CFD and a lumped thermal
parameter circuit is much more meaningful for a design engineer wishing to perform
analysis of a number of design iterations and settings. It has been proven in the design
office environment that including solid regions in a CFD analysis prolonged prepa-
ration by increasing the complexity of setup, with little appreciable benefit. On the
other hand, the conduction modeling capability of CFD can be used separately by

Figure 4.23 Fluid flow and temperature gradients in a three-parallel channels housing
jacket (ANSYS Fluent).
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disabling flow equations (leaving just one equation for energy) to undertake studies
such as detailed temperature distribution in stator slots.

While attempting the CFD analysis for an electrical machine, the most common
assumptions or simplifications are:

� Periodicity—depending on the position of inlets and outlets, terminal connec-
tions, etc. in the case of internal flow, or orientation in the environment for
external flow, this may impact upon the accuracy of results and requires good
judgment on the part of the analyst.

� Steadiness of flow and heat transfer with rotation—transient flow solutions are
in most cases unnecessary, as time-averaging models give close results at a
fraction of time. Some heat transfer augmentation due to pressure waves from
rotor onto stator and back in salient pole machines was reported, however such
differences are small and local.

� Surface roughness—data for surface roughness are very difficult to obtain and
particularly difficult to input, as many surfaces have a specific type of rough-
ness, such as one-directional roughness, or some surfaces are more uneven than
rough.

� Geometry of complex structures can be simplified, for example, porosity model
can be applied to simplify the geometry of bar-wound overhangs.

The following most common mistakes are made when attempting a CFD
analysis:

� Not allocating sufficient computer resource, resulting in too coarse a computa-
tional mesh.

� Deficiencies in computational mesh (highly skewed cells)—can vary in effect
from inability to obtain a solution to large local errors in flow field and heat
transfer.

� Unsuitable type of cells resulting in excessive mesh size, often due to automated
meshing, for example, using tetrahedral cells in rotor–stator airgap instead of
high aspect ratio hexahedral cells.

� Poor definition of boundary conditions—results of any analysis can be only as
good as the input data.

There are multiple ways of looking at the role of CFD in the future. There is no doubt
that CFD as a discipline will become more popular and widespread, a cost-effective
tool for innovation. The vendors and academic circles will continue to enhance the
capability of commercial codes for further more complex physics phenomena, this
is, however, unlikely to influence accuracy of solutions for electrical machines as
achieved today. From the industrial viewpoint, CFD can be used to identify possibil-
ities for segmentation of product ranges, for example, for high efficiency continuous
operation or low-cost stand-by units. It is within the scope of CFD to evaluate effi-
ciency improvements in electric machines that can be translated to cost savings during
operation.
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4.10 THERMAL PARAMETERS DETERMINATION

As discussed in the previous sections, the accuracy of both sophisticated and simple
thermal networks is dependent upon several parameters for which reliable data may
be difficult to find. In fact, many of the complex thermal phenomena inside electric
machines cannot be solved by pure mathematical approaches using a closed relation-
ship. Designers with extensive working experience on similar designs using compara-
ble manufacturing processes can make a correct choice of such parameter values. For
designers approaching their first thermal analysis, these choices are more difficult. It
is particularly important for the user to have available reasonable starting values for
the less well-known and defined parameters. It is essential to use reliable relationships
in the determination of the more complex thermal parameters. The weight of these
parameters on the thermal analysis results has been investigated from the sensitivity
point of view. Such information can be used successfully to set default parameters in
thermal analysis software to give reasonably accurate predictions at the start of the
design process before manufacturing methods and tolerances have been fully thought-
out. Expected upper and lower limits of such parameters based on experience can be
built into automated sensitivity analysis so that the designer can quickly access the
main constraints to cooling and quantify the effects of manufacturing options and
tolerances.

In the following, a summary of the obtained results are reported.

4.10.1 Equivalent Thermal Resistance Between External Frame
and Ambient Due to Natural Convection

In totally enclosed machines with no fan or a shaft-mounted fan operating at slow
speed, the thermal resistance R0 (◦C/W) between the housing and ambient is often
the largest single resistance between winding and ambient. When the total area A of
the external frame is known, (4.22) can be initially used.

R0 = 0.167 A1.039 (4.22)

An alternative is to make a first estimate of the convection and radiation heat trans-
fer coefficients and calculate R0 using equations (4.9)–(4.11). Typically, the com-
bined natural convection and radiation heat transfer coefficient lies in the range 12–14
W/(m2 ◦C) for simple geometric shapes [49].

4.10.2 Equivalent Thermal Conductivity Between Winding
and Lamination

It is widely recognized that the thermal behavior of the wires inside the slot is very
complex. The thermal resistance can be computed using (4.1), but the value of the
thermal conductivity k is not easily defined. A possible approach to simplify the ther-
mal resistance computation is to use an equivalent thermal conductivity of the system
winding impregnation and insulation (kcu,ir). This equivalent thermal conductivity



4.10 THERMAL PARAMETERS DETERMINATION 201

depends on several factors such as material and quality of the impregnation, resid-
ual air quantity after the impregnation process. If the equivalent thermal conductivity
kcu,ir is known, the thermal resistance between the winding and the stator lamination
can be easily computed. When the slot fill factor kf, the slot area Aslot, and axial core
length Lcore are known, (4.23) can be used as a rough guide.

kcu,ir = 0.2749[(1 − kf )AslotLcore] −0.4471 (4.23)

The quantity inside the square bracket represents the available net volume for the
wire/slot insulation and the impregnation inside the slot.

An alternative approach is to sub-divide the winding in the slot into a number
of thermal resistances from the slot center to slot wall. The resistance values can be
calculated from knowledge of the slot shape, slot fill, and impregnation goodness.

4.10.3 Forced Convection Heat Transfer Coefficient Between
End Winding and Endcaps

The thermal resistance between winding and endcaps due to forced convection can
be evaluated by (4.5). Again the value of hc is not simple to define. The value of hc
can be evaluated by (4.24) as a function of the air speed inside the motor endcaps,

hC = 6.22 v (4.24)

or by (4.25) to account for combined natural and forced convection.

hc = 41.4 + 6.22 v (4.25)

Other alternative relationships are also available [24, 29, 45, 49] and give similar
results.

4.10.4 Radiation Heat Transfer Coefficients

The thermal resistance for radiation can be evaluated using (4.5) and (4.23), when hR
is available. Inside and outside the motor, several parts exchange heat by radiation.
In some cases, such as aerospace applications, all the heat transfer is due to radiation.
The following values of the radiation heat transfer coefficients can be initially used:

8.5 W/(m2 ◦C) between copper and iron lamination;
6.9 W/(m2 ◦C) between end winding and external cage;
5.7 W/(m2 ◦C) between external cage and ambient.

4.10.5 Interface Gap Between Lamination and External Frame

The interface gap between the lamination and the external frame is due to imper-
fections in the touching surfaces and it is a complex function of material hardness,
interface pressure, smoothness of the surfaces, and air pressure. The interface gap
between stator lamination and external frame is very important because most of the
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motor losses cross this surface. For industrial induction motors, interface gap val-
ues between 0.01 mm and 0.08 mm have been found. As the interface gap between
the lamination and the external frame is not only dependent on the frame material,
but is strongly influenced by the stator core assembly and by the core-external frame
inserting process, it is not possible to compute its value. A value of 0.03 mm can be
considered a reasonable value to be used as a default at the start of the design process.
Sensitivity analysis with the interface gap varied between 0.01 mm and 0.08 mm.

4.11 LOSSES IN BRUSHLESS PERMANENT
MAGNET MACHINES

4.11.1 Introduction

The BPM machine represents the electrical machinery topology with the highest
torque density [2]. In the last three decades, BPMs have seen very significant
development and growth of manufacture from various industrial applications; hybrid
and electric vehicles, renewable energy generation, aerospace, and home appliances
are a few of the applications. The growth is being driven by the rare-earth element’s
extraction and processing, with high energy magnets used widely in the BPM
manufacturing. Theoretically seen as an everlasting source of energy within the
electrical machine system, permanent magnet materials may be irreversibly demag-
netized and hence lose its excitation energy due to the thermal stress and high-fault
electrical loads.

There are two main high energy magnetic materials that are currently
employed: Neodymium Iron Boron (NdFeB) and Samarium Cobalt (SmCo) and in
high power motors they tend to be used in their sintered form. Figure 4.24 shows a
typical set of demagnetization curves for an NdFeB magnet. When the magnet oper-
ation point is below the knee point of the demagnetization curve, the magnet is irre-
versibly demagnetized. It can be seen that this is highly dependent on the operating
temperature.

The thermal stress on permanent magnets is created by the losses dissipated
in the machine which will heat the magnets and need to be dissipated. One can ther-
mally protect the permanent magnets by reducing the local losses, that is, the induced
eddy current losses in the magnet blocks, and/or using an efficient cooling system.
Depending on the application, cooling systems can be employed with natural convec-
tion (TENV), forced convection (air or liquid cooling), or radiation cooling (in the
case of BPMs, operating in vacuum environment).

The thermal analysis of an electric motor is generally regarded as more
challenging compared to the electromagnetic analysis in terms of the ease of
construction of a model and achieving good accuracy. This is because it is highly
dependent not only on the design but also on the manufacturing tolerances.

The thermal analysis of a BPM motor is a 3D problem (again, electromag-
netic problems are often only 2D with additional end effects) which requires complex
heat transfer phenomena to be solved; for example, heat transfer through complex
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Figure 4.24 Demagnetization curves for NdFeB type magnet [1, 2].

composite components such as the wound slot, temperature drop across interfaces
between components, and complex turbulent air flow within the endcaps. The latter
requires analysis around the end winding that includes rotational effects.

This study presents various solutions for an efficient thermal management of
the permanent magnets in BPMs. The mechanism for the main loss components in
BPMs is briefly described: stator copper losses, iron losses, and magnet losses.

4.11.2 Stator Copper Losses

Generally, the main loss component in a BPM is the stator winding copper loss. These
losses are a function of current and stator winding resistance. In BPMs, the temper-
ature affects both the required current for the motor to deliver an imposed output
torque and the electrical resistivity of the material used to build the stator winding.

An increase in winding temperature gives an increase in copper resistivity
according to the formula:

𝜌 = 𝜌20 ⋅ [1 + 𝛼 (T − 20)] (4.26)

where 𝜌20 = 1.724 × 10−8 Ωm and 𝛼 = 0.00393/◦C
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Figure 4.25 Skin and proximity effects in a bundles coils and strands-in-hand random
wound coils in slot.

Thus, a 50◦C rise gives 20% increase in resistance and a 140◦C rise gives 55%
increase in resistance. A more difficult phenomenon to estimate is the increased stator
winding resistance due to the frequency or AC losses; that is, the skin effect and the
proximity effect. BPMs are often wound with coils spanning only one tooth. In high
speed applications, parallel paths may be needed. For a high current machine, these
parallel paths may be within the coil itself and often referred to as “strands-in-hand”
or multiple bundle strands. However, parallel paths for coil turns located in the slot
top and slot bottom will experience a proximity effect since there will be some flux
linkage due to leakage. This should be differentiated from skin effect in windings. The
differences are noted and Figure 4.25 illustrates these. Even with small wire gage like
the Litz wire configuration used to eliminate skin effect, proximity effects will exist.

The strands-in-hand and parallel paths are used in BPMs to mitigate the proxim-
ity losses. Typical results are shown in Figure 4.26. This shows the instantaneous loss
due to the skin and proximity effects. The example machine has the stator winding
with nine turns per coil connected in series and eight parallel strands. The conductors
are rectangular 0.5 × 1.0 mm. Figure 4.27 shows the instantaneous current distribu-
tion that was obtained from a 2D finite element analysis at 2000 Hz. The coil side that
is just at the leading edge of the rotor pole has a considerable amount of variable mag-
netic flux leaking through that region. The maximum current density = 260 A/mm2.
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Figure 4.26 Instantaneous AC losses per slot variation with rotor position at high speed.

The ratio of AC to DC resistance is 10; the PDC (DC losses) = 270 W and PAC (AC
losses) = 2700 W. This illustrates that even with the use of strands-in-hand, there can
be considerable problems with increased losses at high frequency. Figure 4.28 shows
the ratio of PAC/PDC in the same slot for frequencies up to 2 kHz. Notice the massive
increase in the AC losses for the conductors placed at the slot opening region.

Alternative solutions for mitigating the proximity losses have been proposed:
twisted wires, winding arrangement with flat rectangular wire placed along the slot
leakage-flux lines, and reduced slot fill factor with the copper wires pushed well
within the slots and further away from the slot opening region.

4.11.3 Iron Losses

A successful electrical machine design optimization process requires the accurate
prediction of iron losses. Power electronic converters, used to supply electric motors
in variable speed systems, have a non-sinusoidal (PWM) voltage waveform that
causes increased losses in the lamination steel. Estimation of the losses under these
operating conditions represents a challenging task. For this purpose, a large number
of models, which are based on a physical or an engineering approach, have been pro-
posed by different authors and yet a definitive conclusion has not been reached. The

Figure 4.27 Current density in a high speed BPM with spoke magnets.
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Figure 4.27.

iron losses can be segregated in static (hysteresis) and dynamic (eddy current) losses.
One good approach to calculate these specific losses is to use a function as follows:

wFe = whys + weddy = kh (f , B) ⋅ f B2 + ke (f , B) ⋅ (f B)2 (4.27)

where the loss coefficients kh, ke are determined using third-order polynomial
functions.

The material properties are changing with magnetic load and frequency;
the magnetic permeability μ decreases with frequency and induction as illustrated
in Figure 4.29. This shows the case for a fully processed silicon steel M43. At
higher frequency, the dynamic (eddy current) losses become the dominant iron loss
component as displayed in Figure 4.30. Other factors leading to increased iron losses
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Figure 4.30 Dynamic hysteresis loops for peak induction 1 T—fully processed material M43.

in a BPM are the current time harmonics generated by the PWM inverters and the
manufacturing process. In tested BPMs, the iron losses are expected to be at least
double when compared to the ideal calculation cases based on catalogue data loss
curves and assuming pure sinusoidal current waveforms.

In BPMs, the iron losses are created by the variation in the magnetic field due
to the permanent magnet rotation and the pulsations in the stator winding magnetic
field. The highest iron loss density in a BPM will occur in the stator laminated teeth
region and on the rotor surface, see Figure 4.31. Notice that combined with the stator
copper losses distribution, the largest amount of losses in BPMs is concentrated in
the stator volume limited by the air-gap area.

0

863Pt (W/Kg)
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Figure 4.31 Iron losses distribution in a BPM under load conditions.
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These losses will generate heat that has to be extracted or dissipated. In a BPM,
the magnets are located either in the vicinity of the stator heat source, as in the surface-
mounted PM rotor, or they can be better thermally protected by embedding them in
the rotor lamination pack.

4.11.4 Magnet Losses

High energy permanent magnets (NdFeB and SmCo) are characterized by locally
generated losses. These losses are created by the eddy currents induced by dips in
the air-gap flux density due to slotting and by current time and space harmonics.
The latter cause is more significant in a BPM with DC operation; that is, trapezoidal
currents, when compared to the synchronous BPM, where the currents are sinusoidal
and have a very low THD. Depending on the number of slots/pole and the winding
configuration, the magnet losses may be significant even for low speed applications.
By comparison with low energy magnets such as ferrite, the rare-earth magnets have
a much lower electrical resistivity. NdFeB and SmCo magnets have an electrical
resistivity approximately 100 times and 40 times, respectively, higher than copper.
Table 4.7 summarizes the electrical resistivity values for some relevant materials
used to manufacture electrical machines.

The variation of the electrical resistivity for sintered rare-earth permanent mag-
net materials is usually neglected, but recent studies show that Sm2Co17 samples can
have a linear increase of 6% in the electrical resistivity, that is, from 0.8 μΩm to
0.85 μΩm in transversal direction and from 0.87 μΩm to 0.90 μΩm in axial direction,
when temperature increases from 50◦C to 100◦C. For the same temperature range,
samples of sintered NdFeB magnets experience an increase of the electrical resistiv-
ity in axial direction from 1.6 μΩm to 1.65 μΩm and from 1.3 μΩm to 1.35 μΩm in
transversal direction.

For example, in a spoke machine, the instantaneous magnet current at any one
time is shown in Figure 4.32, while the average loss over one complete mechanical
cycle is shown in Figure 4.33, illustrating that losses are concentrated at the top of
the magnet.

In practice, when analyzing various magnets data, only in sintered NdFeB and
SmCo materials is the locally induced eddy current loss such that it may be significant
and require a technical solution to minimize them or to use a better cooling system
for heat extraction.

TABLE 4.7 Electrical resistivity values (Ωm)

Material Value

Iron 10 × 10−8

Sm–Co 1-5 alloys 50 × 10−8

Sm–Co 2-17 alloys 90 × 10−8

NdFeB—sintered 160 × 10−8

NdFeB—bonded 14000 × 10−8

Ferrite 105
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Figure 4.32 Distribution of the induced eddy current density in the magnets for one
instance in time.

The mitigation of magnet losses is usually achieved using magnet segmentation
along the magnetization lines in the magnet cross-section and/or axially.

If we consider m magnet blocks/pole in the x–y plane and n magnet blocks in
the z direction, the ratio of the losses in a segmented configuration and the monolithic
configuration in a motor with axial length L is approximated by the expression:

Psegmented

Pmonolithic
= L + 𝜏

mL + n𝜏
(4.28)

43

9849Pt (W/Kg)

4946

Figure 4.33 Distribution of specific magnet losses in a BPM under load conditions; losses
are averaged for a full mechanical cycle.
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Figure 4.34 Effect of segmentation on the magnet losses.

Figure 4.34 shows the effect of axial segmentation on magnet losses, when there
is one, two, or four magnet blocks per pole in x–y plane. Notice the higher impact on
magnet losses minimization of the x–y plane segmentation.

In BPMs with surface-mounted magnet rotor configuration, it is necessary to
ensure the retaining of the magnet blocks through a special mechanical fixture that
can withstand the mechanical stress created by the centrifugal force. Often retaining
sleeves are employed. If the material of the retainer is electrically non-conducting,
for example, fiber glass or with very high electrical resistivity, for example, compos-
ite carbon fiber, there are practically no extra losses on the rotor that could affect
the magnet’s temperature. However, non-metallic sleeves have a limited temperature
operation at 180◦C. For cost reduction reasons, there are solutions for retaining the
magnets using non-magnetic metallic sleeves, for example, titanium alloys, stainless
steel, brass, or aluminum [28].

4.12 COOLING SYSTEMS

The ultimate solution to ensure that an electrical machine operates at the required
parameters is an efficient cooling system. All the loss components presented in Chap-
ter 4.11 will generate heat that needs to be extracted without compromising irre-
versibly the magnet’s properties. Typically for 100◦C temperature rise, NdFeB mag-
nets will lose 11% of the magnetic flux, SmCo magnets will lose 3% magnetic flux,
and ferrite magnets will lose 20% magnetic flux.

Magnets are usually isolated from the main heat sources (stator) because they
are located on the opposite armature. The thermal behavior of BPMs can be analyzed
using lumped thermal circuit models. These models are similar to electrical networks
and require a much lower computational effort than alternative numerical methods
such as finite element (FEA) and CFD methods. Heat can be extracted through con-
duction, convection (natural and forced), and radiation.
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Conduction heat transfer mode is created by the molecule vibration in a certain
material. Typically, a material with good electrical conductivity is also characterized
by a good thermal conductivity. In an electrical machine, it would be desirable to also
have materials that are good electrical insulators and have good thermal conductivity.
Metals, that is, copper, aluminum, steel, have high thermal conductivity due to their
well-ordered crystalline structure. The thermal conductivity for metals, k, is usually in
the range 15–400 W/m/K. Solid insulator materials, that is, resins, paper, do not have
a well-ordered crystalline structure and are often porous. Thus, the energy transfer
between molecules is impeded. The thermal conductivity for insulators is typically
in the range 0.1–1 W/m/K. For comparison, air has an average thermal conductivity
of 0.026 W/m/K.

With respect to the heat transfer via conduction, the most difficult region to
model in an electrical machine is the stator slot area where the copper conductors are
located together with the slot insulation, the conductor insulation, and the impregna-
tion material. This problem is solved by using an equivalent thermal conductivity.

The effective properties of the two dominant isotropic materials in the slot can
be used to estimate analytically the equivalent thermal conductivity in the slot using
the formulations derived by Hashin or Milton. Hence, the equivalent thermal conduc-
tivity of the slot can be calculated using the thermal conductivities of the conductors
and the slot impregnation. These are denoted as k1 and k2 respectively (k1 > k2). This
approach assumes that the conductor insulation, that is, the enamel, has the same ther-
mal conductivity as the impregnation material; that is, a resin type of material. If the
conductors are randomly distributed within the slot, and represent f1 volume ratio of
the slot, while the impregnation occupies the volume ratio f2 (where f1 + f2 = 1), we
can define the equivalent thermal conductivity of the slot as:

ke = k2
(1 + f1)k1 + (1 − f1)k2

(1 − f1)k1 + (1 + f1)k2
(4.29)

Milton proposes two expressions, one for the lower limit of the equivalent prop-
erty of the two-composite material (keL) and one for the upper limit of the equivalent
property (keH) so that

keL = k2
(k1 + k2)(k1 + k1f1 + k2f2) − f2𝜁1(k1 − k2)2

(k1 + k2)(k2 + k1f2 + k2f1) − f2𝜁1(k1 − k2)2
(4.30)

keH = k1
(k1 + k2)(k2 + k1f1 + k2f2) − f1𝜁2(k1 − k2)2

(k1 + k2)(k1 + k1f2 + k2f1) − f1𝜁2(k1 − k2)2
(4.31)

where 𝜁1,2 represents a general material property.
For a slot with copper conductors (kCu = 386 W/m/K) and an impregnation

resin with kResin = 0.2 W/m/K, the equivalent thermal conductivity of the slot, as
calculated using (4.30) and (4.31), is plotted in Figure 4.35. The expression (4.31) for
the upper limit of the equivalent property of the two-composite material was found
to lead to substantially higher values and therefore not considered for the estimation
of the equivalent thermal conductivity.

Convection heat transfer mode appears between a surface and a fluid due to
intermingling of the fluid immediately adjacent to the surface, where a conduction
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Figure 4.35 Slot equivalent thermal conductivity variation with slot volume fill ratio [26].

transfer mode will occur, with the remainder of the fluid due to the molecules motion.
Generically, we distinct between: (a) natural convection when the fluid motion is due
to buoyancy forces that arise from the change in density of the fluid in the vicinity of
a surface; and (b) forced convection when the fluid motion is due to an external force
created by a special device, for example, fans, pumps.

Based on the fluid flow type, it is possible to have laminar flow, that is a stream-
lined flow and occurs at lower velocity and turbulent flow that is created by the eddies
at higher velocities when an enhanced heat transfer happens by comparison with the
laminar flow case, but with a larger pressure drop.

Modern applications where BPMs are employed rely frequently on forced con-
vection cooling systems that use air or liquid, that is, water, oil, and their combi-
nations. Based on the convection technique, we can have: air natural convection
(h = 5–10 W/m2/K), air forced convection (h = 10–300 W/m2/K), and liquid forced
convection (h = 50–20000 W/m2/K).

Forced convection can be achieved using configurations of channels, ducts,
water jackets, spray cooling, and axle cooling:

� Natural convection (TENV) with various housing design types;
� Forced convection (TEFC) where the fin channel design is essential;
� Through ventilation with rotor and stator cooling ducts;
� Open end-shield cooling;
� Water jackets with various design types (axial and circumferential ducts) and

stator and rotor water jackets;
� Submersible cooling;
� Wet rotor and wet stator cooling;
� Spray cooling;
� Direct conductor cooling; for example, slot water jacket;



4.12 COOLING SYSTEMS 213

Figure 4.36 Housing configurations for BPMs cooling systems.

� Conduction where the internal conduction and the effects of mountings are rel-
evant;

� Radiation, internal and external.

Figure 4.36 shows several housing configurations for cooling systems of BPMs.
The main difficulty in setting up an accurate thermal model for BPMs is in the

circuit components that are influenced by manufacturing uncertainties. Commercial
simulation software attempts to overcome these uncertainties:

� Air in the winding impregnation, how good a fit there is between the stator
lamination and housing?, etc.;

� Measurements have been made on many machines in the past to set a set of
default parameters for an average machine;

� Calibration using tests can be used to give better absolute accuracy;
� The process of calibration and comparing parameters with default values give

an indication of how well the machine is constructed;
� Sensitivity analysis is recommended to gain an in-depth understanding of the

main restrictions to cooling for a given design.

Several practical examples of cooling BPMs are given in the following section.
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4.13 COOLING EXAMPLES

4.13.1 Example 1

A BPM for traction application (Figure 4.37a) is modeled both with a lumped ther-
mal transient network and with FEA [2]. The estimated calculated temperature val-
ues are validated with experimental results in Figure 4.37b. The FEA analysis has
useful features such as showing the temperature distribution throughout the solid
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Figure 4.37 BPM for traction application with S1 operation results [14].



4.13 COOLING EXAMPLES 215

Flange

2200

150

30

Time (min)

Winding

Housing

Motor-CAD flange

Motor-CAD housing

Motor-CAD winding

Test-winding

Test-housing

Test-flange

T
e
m

p
e
ra

tu
re

 (
°C

)

3 × full load / 0.5 × full load

Figure 4.38 Measured and predicted transient thermal data for a BPM servomotor.

components. However, the FEA model shows no advantage in terms of accounting for
the interface gaps and convection, radiation, and heat transfer through the composite
set of components in the winding (copper + impregnation + air + slot liner, etc.).

4.13.2 Example 2

Thermal analysis on a BPM used as the brushless servomotor is shown in Figure 4.38.
The lumped thermal network requires setting up with a small amount of additional
data, that is, housing type, materials used for impregnation, housing, etc. The results
show excellent correspondence between measured and calculated predictions of both
steady-state and thermal transient data.

4.13.3 Example 3

Table 4.8 shows excellent agreement between analytical predictions and measured
thermal transient data for the BPM servomotor shown in the inset. In this case, the
duty cycle was a repetitive load of 1 minute with three times overload followed by

TABLE 4.8 Comparison between measured and simulated steady-state temperatures

Temperature measurement location Measured (◦C) Simulated (◦C)] Error (%)

Winding hotspot 144.3 148.1 2.6
Housing 117.0 117.0 0.0
Tooth 127.9 129.4 1.0
End winding 134.1 126.8 −5.5
Endcap 107.4 107.9 0.5
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10 minutes of half full load. It can be seen that the winding heats up and cools down
at a much faster rate than the bulk of the machine.

4.13.4 Example 4

Another example is the thermal analysis on the outer rotor BPM axle traction motor
shown in Figure 4.39. This type of machine has a particularly difficult path for
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Figure 4.39 BPM outer rotor traction motor—steady-state and transient thermal results [18].
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Figure 4.40 Axial and cross-section views for a BPM motor hub.

cooling of the stator winding as it is embedded inside the rotating outer magnets.
All possible heat transfer paths are modeled using a lumped thermal network, that
is, via the static axle to any heat sink attached, which is through the axle and the
bearings to the rotating outer magnet retaining cylinder, or through the airgap and off
the end winding to the rotating outer magnet retaining cylinder. Figure 4.16 shows
a comparison between predicted and measured thermal steady-state and transient
data. A satisfactory agreement is observed.

4.13.5 Example 5

Figure 4.40 shows the configuration of a BPM for a hub motor. The comparison
between modeled and measured temperature values is given in Table 4.9. A con-
tinuous (steady-state) thermal map that considers all losses including AC losses in
the stator winding and rotor losses (iron and magnet) is presented in Figure 4.41.

TABLE 4.9 Measured and calculated thermal values for BPM hub motor

Open circuit (◦C) Short-circuit (◦C)

Motor component Exp. Sim. Exp. Sim.

Winding average 113 111 116 113
End winding NDE 105 108 112 111
End winding DE 107 110 114 113
Magnet 82 83 – –
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CHAPTER 5
AUTOMATED OPTIMIZATION
FOR ELECTRIC MACHINES

5.1 INTRODUCTION

The optimized design of electrical machines is a nonlinear multi-objective problem.
A substantial amount of literature has been devoted to this subject over the last decade
[1]. In electrical machine design, objectives such as highest efficiency, lowest cost,
and minimum weight of active materials have to be simultaneously met. Further, this
electromagnetic problem should be solved with consideration of the mechanical, ther-
mal, and materials constraints. The results of such a multi-objective optimization
problem are interpreted with the use of Pareto fronts (Figure 5.1). A Pareto front
is a geometrical entity along which improvement in objective can only be achieved
through a deterioration in another objective. The Pareto front can aid in identifying
a family of best designs. It also provides a fair basis for the comparison of different
machine topologies. Comparison at only one design point might lead to erroneous
conclusions (Figure 5.2).

Electric machine designers today rely on rules of thumb for initial sizing and
topology selection. For example, it is believed that the 12/10 slot pole configuration is
a good choice for brushless permanent magnet (PM) machines. This is true provided
that core loss are not significant, eccentricity can be maintained low, and effect of high
radial forces can be dampened in the system. It is also widely held that a synchronous
reluctance motor can have higher specific torque and efficiency than its induction
counterpart. This is true, provided that, the saliency ratio of the former is very high
(between 7 and 10), and stray load losses are kept low through material selection
and process control. These “provided that” conditions may be hard to achieve in
actual practice. Systematic design optimization enables taking into account many
of these.

Multiphysics Simulation by Design for Electrical Machines, Power Electronics, and Drives, First Edition.
Marius Rosu, Ping Zhou, Dingsheng Lin, Dan Ionel, Mircea Popescu, Frede Blaabjerg, Vandana Rallabandi,
and David Staton.
© 2018 by The Institute of Electrical and Electronics Engineers, Inc. Published 2018 by John Wiley & Sons, Inc.
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Figure 5.1 Pareto front in a multi-objective optimization problem. Finite element analysis is
used for the performance calculation [2].

5.2 FORMULATING AN OPTIMIZATION PROBLEM

The steps in the process of formulating an optimization problem are as follows: iden-
tification of objective functions, selection of the input design variables, and definition
of the constraints.

5.2.1 Objective Functions

Optimization problems can be single or multi-objective.
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Figure 5.2 Comparison of machine topologies over a wide range of designs leading to the
conclusion that Topology A has the minimum cost per loss among those compared. Parallel
computing power is used to solve this large-scale optimization problem.
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Single Objective Optimization
A single weighted objective function is formulated for N performance indices as fol-
lows:

f0 =
N∑

n=1

wnfn (x) (5.1)

where w1, w2,…, wn are the weights.
The advantages of such a method are simple implementation and interpretation

of results as compared with multi-objective optimization, however, correct choice of
the weights is a challenge.

As an example, consider a generic optimization study for a permanent magnet
motor. The objective function is selected to be the cost per point of efficiency as is
defined as [3]

Cm

𝜂
=

CFemFe + CCumCu + CPMmPM

𝜂
(5.2)

where mFe, mCu, mPM are the losses in the iron, copper, and permanent magnets,
respectively, and CFe, CCu, CPM are the weights.

Multi-objective Optimization
Rather than using a single objective function combining all performance indices, indi-
vidual objective functions corresponding to each performance index are defined. The
advantages are that no weights are needed, and a family of best compromise designs
can be identified from a Pareto plot. The limitations of this approach are that the
implementation is more complex, and the results might be hard to interpret. Exam-
ples of multiple objective functions that could be used in electric machine design are
torque per unit mass, torque ripple, etc.

fT =
Tem

WPM
, fripple =

max(Tem) − min(Tem)

Tem
, etc. (5.3)

5.2.2 Input Design Variables

In case of an electric machine, input design variables (independent variable) are gen-
erally geometric dimensions. An example is shown in Figure 5.3.

5.2.3 Steps in Systematic Design

1. Establishing the specification

2. Selection of motor topology

3. Initial sizing based on analytical calculations

4. Optimal design including electromagnetic, mechanical, and thermal constraints
including estimation of performance and cost

5. Studying sensitivity to manufacturing
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Figure 5.3 Independent variables in an example interior PM machine [4].

6. Noise and vibration analysis

7. Comparing topologies. This might lead to findings, which necessitate returning
to step 2. The process is iterative.

8. Making a decision.

5.3 OPTIMIZATION METHODS

Optimal search algorithms can be broadly divided into deterministic and stochastic
methods. The former finds the optimum solution algorithmically, while the stochastic
methods conduct a random exploration of the solution space. Furthermore, optimiza-
tion methods are also classed depending upon whether they have scalar or vector
objective functions. Multi-objective optimization problems are typically formulated
with vector objective functions, while the scalar formulation is generally used for
single objective optimization.

For scalar objective functions, examples of deterministic methods include
sequential unconstrained minimization technique (SUMT), which converts a con-
strained optimization problem into one which is unconstrained by the use of penalty
functions [5]. Following this, nonlinear programming is employed for optimization.
Some applications of this method in electric machine design are discussed in [6–11].
Other deterministic methods are Hooke–Jeeves method, interval branch and bound
method, etc.

Stochastic methods such as Genetic Algorithm (GA) [12], Simulated Anneal-
ing [13], Particle Swarm Optimization (PSO) [14], and Differential Evolution (DE).
require more candidate designs, but generally manage to find the global optima, as
opposed to deterministic methods which might be trapped by local optima. Genetic
Algorithm has been reported for the design optimization of a synchronous motor
[15], and for a coreless axial flux permanent magnet machine [16], while PSO has
been used for the design optimization of permanent magnet synchronous machine
[17] and for torque ripple minimization of an interior PM machine [18].
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For optimization algorithms pertaining to vector objective functions, common
algorithms include multi-objective GA (MOGA), multi-objective PSO (MOPSO),
multi-objective DE (MODE), and methods based on Design of Experiments (DOE).
A MOGA algorithm was used for flux barrier optimization of synchronous reluc-
tance machines in [19]. MOGA, MODE, and Multi-objective Simulated Annealing
were employed for the design of a multi-layer synchronous reluctance machine, and
compared. It was found that MODE had the best convergence time and repeatability
of results [20].

A multi-objective optimization evolutionary algorithm based on decomposition
(MOEA/D) was proposed [21] and applied for the design of an interior PM machine
in [22]. This method decomposes the multi-objective optimization problem into sev-
eral scalar problems, and information from adjacent problems is utilized to achieve
faster convergence. An algorithm combing DE with multi-objective optimization was
applied for the optimization of IPM motors by the authors [23].

Stochastic methods require a large number of candidate models, necessitating
the use of surrogate modeling which approximates the relationship between input
and output. One such technique called computationally efficient finite element anal-
ysis (CEFEA) was proposed by the authors in [24, 25]. Other approaches include
Kriging-based methodologies, which reduce the number of required evaluations of
the objective function. These methods are applicable to smaller scale problems due
to the prohibitively high computational resources required for inversion of the corre-
lation matrix for larger problems. A points aggregation-based approach to mitigate
this limitation is proposed in [26].

Figure 5.4 illustrates the two main approaches for systematic design optimiza-
tion: DOE and differential evolution, discussed in this chapter in some detail.

Machine specification and initial design

•   Design of experiments (DOE)

•   (Six) Sigma analysis

•   Advantages

Parameter correlation

Response surface (RS)

Estimated performance based

on RS

Cost vs. performance characteristics → best designs

•   Computational intelligence

Differential evolution (DE);

others: GA, PSO, etc.

Inspired from natural selection

Generations / populations, each

with multiple individuals

Familiar engineering
background
include indications of
input–output correlations
and sensitivities

•   Advantages
Minimal computational effort
for large scale optimization
studies (thousands of
candidate designs)

Figure 5.4 Two major approaches for automated design optimization. Combinations
between the two are possible.
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5.4 DESIGN OF EXPERIMENTS AND RESPONSE
SURFACE METHODS

5.4.1 Overview

The DOE and Response Surface (RS) methods are techniques, which are employed
for the establishment of a relationship between the inputs and outputs of a system.
This relationship could be used for optimization. In the case of an electric machine,
the designer is interested in the performances, say, the reduction of torque ripple and
cost and the improvement of efficiency. The performances are defined as responses,
which are functions of independent geometric variables (e.g., air gap, stator tooth
width, and rotor pole arc). The independent geometric variables (input design vari-
ables) constitute the inputs. The relationship between the responses (y) and input
design variables (x) can be established by a series of experiments. DOE is the pro-
cess of planning experiments in a systematic way so that data collected can be used to
fit appropriate models. Prior to conducting the experiments, levels are defined for the
input design variables. Full factorial designs refer to a series of experiments wherein
the values of the input design variables are fixed at the predetermined levels. For
instance, in a two-level, two-factor full factorial design, with independent input vari-
ables a and b, the runs are as in Table 5.1. The data from the experiments can be
analyzed with the help of main and interaction effects. The mathematical develop-
ments from this section follow the approach described in [27–29]. The main effects
are calculated as

A =
y+a − y−a

n
(5.4)

where y+a and y−a are the sum of the values of the outputs with the factor a at high and
low levels (as shown in Table 5.1), respectively and n, the number of runs. The main
effect factors for all input variables are defined similarly.

The interaction effect AB is defined as the difference between the effects of a
when b is held at a high level and a low level.

AB =
e+b − e−b

n
(5.5)

TABLE 5.1 Runs in a two-level full factorial design. + and − refer
to the minimum and maximum values of the input design
variables, respectively

Run a b

1 − −
2 − +
3 + −
4 + +
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TABLE 5.2 Runs in a two-level, three-factor full factorial design

Run a b c ab bc ac abc

1 − − − + + + −
2 + − − − + − +
3 − + − − − + +
4 + + − + − − −
5 − − + + − − +
6 + − + − − + −
7 − + + − + − −
8 + + + + + + +

where e+b is the sum of effects of a with b held high and e−b the sum of the effects of
a with b held low.

The effect of a is defined as the difference between the outputs when a is high
and when a is low, at a fixed value of b.

5.4.2 Fractional Factorial Methods

For systems where a large number of input variables are expected to affect the output,
the number of full factorial runs becomes prohibitively high. This is when fractional
factorial method can be used. Consider Table 5.2 which shows the runs required for a
three-factor, two-level DOE. A total of eight runs are needed to estimate all the main
and interaction effects.

The main effect A is

A = 1
8
(−y1 + y2 − y3 + y4 − y5 + y6 − y7 + y8) (5.6)

The interaction effect AB is

AB = 1
8
(y1 − y2 − y3 + y4 + y5 − y6 − y7 + y8) (5.7)

The interaction effect ABC is

ABC = 1
8
(−y1 + y2 + y3 − y4 + y5 − y6 − y7 + y8) (5.8)

where y1, y2,…, y8 represent the outputs of runs 1–8.
A point to be noted is that the signs of AB, ABC, etc., which are the signs of

the coefficients in equations (5.6–5.8) are also obtained by multiplying the signs of
the appropriate a, b, and c columns. In case one wants to do a half-factorial run for
this experiment, it would mean deletion of four rows. As an example, consider that
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only the second, third, fifth, and eighth runs of Table 5.2 are retained. In this case, the
main and interaction effects are re-written as

A = 1
4
(y2 − y3 − y5 + y8)

B = 1
4
(−y2 + y3 − y5 + y8)

C = 1
4
(−y2 − y3 + y5 + y8)

AB = 1
4
(−y2 − y3 + y5 + y8)

BC = 1
4
(y2 − y3 − y5 + y8)

AC = 1
4
(−y2 + y3 − y5 + y8)

ABC = 1
4
(−y2 + y3 + y5 + y8)

(5.9)

Thus, A = BC, B = AC, and C = AB, which means it is not possible to
distinguish between these effects. In other words, the main effects are confounded
with second-order interaction effects in a fractional factorial run. Domain knowledge
would help one identify which of the input variables is likely to have a significant
effect on the output, as well as the highest order of interactions that need to be con-
sidered. Accordingly, the decision whether to run a fractional factorial or not could
be taken.

5.4.3 Response Surface Model

The relation between inputs and outputs of a system is given as

yn = f (x1, x2, …, xDv)+ ∈ (5.10)

The input design variables are called natural variables if expressed in the natural
unit for measurements (length in mm and angle in degrees). The natural variables may
be transformed to coded variables, dimensionless by definition, with a mean of zero
and the same standard deviation as follows:

C =
[
c1, c2, …, cDv

]
=

X − (Xmin + Xmax)∕2

(Xmax − Xmin)∕2
(5.11)

The function may be reformulated in terms of the coded variables using a first-
or second-order least square model given as

y = 𝛽0 +
Dv∑
i=1

𝛽ici +
Dv∑
i=1

𝛽iic
2
ii +

Dv∑
i=1

Dv∑
j=i+1

𝛽ijcicj (5.12)

where 𝛽0, 𝛽 i, 𝛽 ii, 𝛽 ij are the regression coefficients. The fitted model is called a
response surface model (RSM). Second-order RSMs are widely used. A second-order
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RSM for two design variables is given as

y = 𝛽0 + 𝛽1c1 + 𝛽11c2
1 + 𝛽12c1 c2 + 𝛽2c2 + 𝛽22c2

2 + ∈ (5.13)

Evaluation of the main and interaction effects help determine the type of RSM
that may be fit. If only the main effects are important, then the interaction terms 𝛽12
may be eliminated. From prior knowledge, if the system is expected to be nonlinear,
more than two levels are needed. Even in such systems, a two-level DOE may be run
in the initial screening phase to determine which input variables would have an effect
on the output.

The minimum number of experiments (N) required to determine first- and
second-order coefficients of an RSM is given as

N = 1 + Dv +
Dv(1 + Dv)

2
(5.14)

Further, in order to fit a second-order response surface, at least three levels of
the input design parameters must be considered. A procedure for optimization using
DOE and RSM is shown in Figure 5.5, and an instance of a response plot is shown in
Figure 5.6, while Figure 5.7 shows an instance of sensitivity analysis.

Some commonly used DOE approaches include the central composite design
which considers five levels of the coded input design variables [−𝛼,−1, 0, 1, 𝛼], where
the value of 𝛼 depends on the type of method (Central Composite Circumscribed,
Central Composite Inscribed, Central Composite Face Centered).

Define problem input/output

Statistical screening

Response surface

Identify optimum based on the data

Approximate relation between input and output
through computationally efficient model

Figure 5.5 Algorithm for DOE and RS methods.
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Figure 5.6 Example response surface plot.
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Figure 5.7 Sensitivity analysis: first-order coefficients of the response surface, which can be
used to identify which independent input variables affect the output. This applies to the
machine topology illustrated in Figure 5.3 [28].
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5.5 DIFFERENTIAL EVOLUTION

Differential evolution (DE), a method for multi-objective optimization was first pro-
posed by Storn and Price in 1995 [30]. A DE algorithm contains a number of gmax
generations, each with a population of Np individual designs. The number of genera-
tions is taken as 10 times the number of independent variables. The algorithm consists
of the following steps: initialization, mutation, cross-over, and selection. Before the
process of initialization, the bounds of the design space must be defined (XL and
XU), the suffixes indicating lower and upper bounds, respectively. The mathematical
development follows from [28, 31]

5.5.1 Initialization

A random generator is used to obtain the initial values of the jth design variable of
the ith design in the first generation as follows:

xj,i,1 = randj (0, 1) ⋅ (xjU − xjL) + xjL (5.15)

Following the creation of a generation containing Npdesigns (the vector con-
taining all D design parameters is designated by Xi, g, where i is the population index
and g the generation index and is called the target vector), the design objectives and
constraints are evaluated.

5.5.2 Mutation

Each design variable undergoes a mutation, which expands the search space. For the
jth design variable, the mutation is carried out as follows:

vj,i,g = xj,r1,g + F(xj,r2,g − xj,r3,g) (5.16)

The indices r1, r2, and r3 are all distinct, and not equal to i. The scale factor, F
is between (0,1+), that is, a positive value with no upper limit. A critical value of F
was proposed [32] to be

Fcrit =

√√√√√
(

1 − CR
2

)

Np
(5.17)

where CR is the cross-over probability (explained subsequently). Larger values of F
lead to better population diversity and algorithm convergence.

5.5.3 Cross-Over

This process builds trial designs Ui,g out of designs copied from Xi,g and Vi,g.

Ui, g =

{
Vi,g if RAND (0, 1) ≤ CR

Xi,g otherwise
(5.18)

where CR is the cross-over probability (the use of the uppercase RAND indicates that
a random value is generated for each of the design variables).
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5.5.4 Selection

In this step, the objective function evaluated for the trial designs is compared against
that evaluated for the target vector, to generate a better target vector for the next
generation, that is,

Xi, g+1 =

{
Ui,g if f (Ui,g) ≤ f (Xi,g)

Xi,g otherwise
(5.19)

The processes of mutation, cross-over, and selection are repeated till the sat-
isfaction of the stopping criteria, typically based on setting a maximum number of
generations. Figure 5.8 illustrates the algorithm for DE, and Figure 5.9 the gradual
population of the Pareto space.

5.6 FIRST EXAMPLE: OPTIMIZATION OF AN ULTRA
HIGH TORQUE DENSITY PM MOTOR FOR FORMULA E
RACING CARS: SELECTION OF BEST COMPROMISE
DESIGNS

5.6.1 Problem Formulation

The optimization of a record-braking torque dense PM spoke type synchronous motor
with an 18-slot, 16-pole topology for Formula E racing cars was reported in [34] and
is summarized in this section.

There are eight geometric independent design variables (Table 5.3 and Figure
5.10). Two concurrent objectives were employed for minimizing (a) machine weight
and (b) losses for a rated torque of 110 Nm at 6000 rpm, that is, approximately 100 hp.

The constraints are: (1) Torque ripple is maintained below 5% and (2) flux
density in the PMs is maintained above 20% of Br.

5.6.2 Optimization Methodology

Combined multi-objective optimization with DE (vector objective function) is
employed. Following DE, sensitivity analysis using Pearson correlation coefficients
is performed for 100 designs on the Pareto front, to better understand the relationship
between the inputs and objective functions. This is another example of going back
and forth between DE and DOE type methods. The Pearson correlation [cor(x, y)]
between inputs x and objectives y may be calculated as

cor (x, y) =
cov (x, y)
𝜎x𝜎y

cov (x, y) =
∑N

i=1(xi − xm)(yi − ym)

N

(5.20)
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Figure 5.8 Algorithm of differential evolution. In this case, electromagnetic CEFEA is used
for fast evaluations of the objective functions [33].
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Figure 5.9 Gradual population of the Pareto set. At the start of the process, the Pareto set is
sparse, and gets gradually more populated as the solution progresses [31].
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TABLE 5.3 Independent design variables

Variable Minimum Maximum

Ratio of inner to outer radius 0.6 0.75
Air-gap length (hg) (mm) 0.7 2.5
Ratio of stator tooth width to slot pitch 0.45 0.75
Ratio of PM height to the maximum PM height 0.55 0.95
Ratio of PM width to pole pitch 0.2 0.6
Ratio of rotor slot opening (wbr) to PM width 0.35 0.65
Depth of bridge (dbr) (mm) 1.5 3
Stator back iron width (hy) (mm) 7 15

where cov(x, y) is the covariance; xm and ym are the mean values of input variables and
objectives, respectively; 𝜎x, 𝜎y, the standard deviations of x and y; and N the number
of observations.

5.6.3 Results

The results of Figure 5.11 indicate that the machine mass is strongly affected by the
choice of design parameters.

Rules of thumb, based on analytical calculations state that the split ratio (ratio
of inner to outer radius) is in the range of 0.5–0.55, and the ratio of PM thickness to
pole pitch is between 0.4 and 0.5 for high power density 18/16 pole machines [36].
However, these rules are based on studies, which neglect nonlinearity of the core,

Rotor

PM

Stator

Slot

rso
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ds

rsi

wr
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wpm

dbr
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rri

Figure 5.10 Independent design variables of the spoke type IPM machine [35].
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Figure 5.11 Results of the optimization study. D1, D2, and D3 represent best compromise
designs selected out of 3400 candidates [35].

various loss components, and the complexity of the machine geometry. The values of
these parameters arrived at as a consequence of this study (Figure 5.12) are different
from those reported previously, emphasizing the need for nonlinear calculations.

5.7 SECOND EXAMPLE: SINGLE OBJECTIVE
OPTIMIZATION OF A RANGE OF PERMANENT MAGNET
SYNCHRONOUS MACHINE (PMSMS) RATED BETWEEN
1 kW AND 1 MW DERIVATION OF DESIGN
PROPORTIONS AND RECOMMENDATIONS

5.7.1 Problem Formulation

This problem considers PM brushless motor designs with two stator slots per pole per
phase and a single layer distributed winding over a very large range of power (Figure
5.13a). All the motor designs use typical grades of PMs (NdFeB with Br of 1.23 T)
and lamination grade (M19), and have the same frequency of 120 Hz [3]. The study
is summarized here.

A single objective function, cost per unit efficiency was employed in the study.
Two constraints, that is, (a) peak-to-peak torque ripple of 20%, (b) minimum flux
density in NdFeB PM > 0.4, eight independent design variables (Table 5.4) are
considered.
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(a)

(b)

Figure 5.12 (a) The distribution of values of the split ratio, and (b) the ratio of PM thickness
to pole pitch for 100 designs on the Pareto front [35].

DOE was used for sensitivity analysis, to establish the important independent
variables affecting the output (Figure 5.13b)

5.7.2 Optimization Methodology

Differential evolution with 60 generations, each with a population of 70 individuals
is employed for optimization. The stopping criteria used were: (a) stopping criteria
in solution space—the objective function value does not improve beyond 5% across
20 generations and (b) the value of the average normalized distance of each design
variable (i.e., measure of how different the individuals in a generation are from the
best individuals) reduces below 10%.

5.7.3 Results

The study led to many interesting findings, for instance, it was seen that the cost
per unit efficiency increases exponentially with the power rating. Also seen is that
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Figure 5.13 (a) Cross section of the 6-pole PMSM considered for study and (b) sensitivity
of the objective function to the different independent input variables [3].

TABLE 5.4 Independent design variables considered in the
study

Variable Minimum Maximum

Diameter (mm) 50 500
Ratio of air gap to minimum air gap 1 3
Ratio of stator tooth width to slot pitch 0.3 0.7
Ratio of slot opening to slot width 0.05 0.9
Ratio of stator slot height to pole pitch 0.02 1.5
Ratio of stator yoke width to half pole pitch 0.4 0.8
Ratio of PM height to air-gap length 1.5 10
PM pole arc to pole pitch ratio 0.6 1
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Figure 5.14 Results of the optimization study. Optimum values of design variables such as
rotor pole arc, height of stator yoke, and width of stator tooth vary nonlinearly with the power
rating [3].

the optimum split ratio increases with the increase in power rating, and machines of
higher rating have a lower ratio of copper loss to total loss. The independent variables
can be fit as a function of power using the results of Figure 5.14 to optimize PMSM
designs across a wide range of ratings.

5.8 THIRD EXAMPLE: TWO- AND THREE-OBJECTIVE
FUNCTION OPTIMIZATION OF A SYNCHRONOUS
RELUCTANCE (SYNREL) AND PM ASSISTED
SYNCHRONOUS RELUCTANCE MOTOR

5.8.1 Problem Formulation

A multi-objective optimization of the rotor geometry of a 36-slot, 4-pole, 4-barrier,
10-hp synchronous reluctance machine is done [37, 38]. Two different problems are
formulated: the first being, a two-objective function problem, with a single constraint.
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Figure 5.15 Cross section of the studied machine without and with PMs in the barriers. Nine
independent variables which relate to the shape of the rotor flux barriers are considered [38].

In this problem, the objectives for minimization are badness (defined as the ratio of the
square root of total loss to the torque) and torque ripple. The constraint considered
is that power factor is above 0.7.

The second case considers a three-objective unconstrained optimization. The
objectives include torque ripple, badness, and power factor. Power factor is multiplied
by −1 to convert the problem into a minimization problem.

Nine geometrical ratios, relating to the shape of the rotor barriers were consid-
ered as independent variables for this study. Only the rotor geometry was optimized
for a given stator. In an extension of this problem, permanent magnets were added to
the rotor flux barriers. Both rotors, with and without permanent magnets, are illus-
trated in Figure 5.15.

5.8.2 Optimization Methodology

Multi-objective optimization combined with differential evolution is formulated and
employed. The number of generations were 51, and 100 designs per generation were
used.

Computationally efficient FEA which required a minimum number of magne-
tostatic solutions for performance estimation including torque ripple and core loss
was used, in lieu of the time-consuming transient FEA (Figure 5.16).

5.8.3 Results

An interesting finding of the study was that of the two- and three-objective function
problems, it was observed that the latter converged much faster, in the 22nd gen-
eration, which can also be inferred from the sequential ID of the optimum designs
(Figure 5.17). Figure 5.18 shows the Pareto region identified by the three-objective
function problem.

The studies also conclusively prove that though the automated optimal design
procedure leads to a machine with high specific power, efficiency, and low torque
ripple, the low power factor is an inherent limitation of this topology.
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Figure 5.16 Flux lines in (a) synchronous reluctance and (b) PM assisted synchronous
reluctance machine [37, 38].
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Figure 5.17 Results of the optimization study showing the performance of the best
compromise designs for the (a) constrained and (b) unconstrained optimization problems.
The optimal designs have torque ripple below 20%, and a power factor of 0.5–0.6, with
badness of 0.6. The lower index of the best compromise design in the unconstrained
optimization problem indicates that the solution was arrived at faster [37].

As an extension of this study, ferrite permanent magnets were added in the rotor
barriers in order to investigate their effect. This topology is known as a PM assisted
SynRel (PMaSynRel). The same optimization methods were used. The results of
the study (Figure 5.19) indicate that for a 10-hp machine, the power factor can be
improved from 0.75 to 0.95 by the addition of PMs to the rotor. In addition, the spe-
cific power is increased by over 30%, and the efficiency is improved too. No objective
function which captured the cost of the PMs was used in the optimization, therefore
the algorithm yielded machine designs which were relatively “PM heavy.”
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Figure 5.19 Pareto sets for the SynRel and the PMaSynRel including 10,000 candidate
designs. The PMaSynRel designs can achieve lower badness and higher power factor [38].

5.9 FOURTH EXAMPLE: MULTI-OBJECTIVE
OPTIMIZATION OF PM MACHINES COMBINING DOE
AND DE METHODS

5.9.1 Problem Formulation

Permanent magnet machines with 12 slots, 8 and 10 poles were studied, including
designs with both ferrite and NdFeB PMs [33]. The studied machines also had differ-
ent PM arrangements, that is, V-type IPM, flat-bar IPM, and spoke type IPM (Figure
5.20). Three objectives functions were considered: minimum total material cost,
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(a)

(b)

(c)

Figure 5.20 Cross sections of the studied IPM machines: (a) Spoke PM, (b) V-type, and (c)
flat bar [33].
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power losses, and torque ripple.

y1 = min(PCu + PFe + PPM + Pme)

y2 = min(5mpm + 8mCu + 1mFe) for ferrite

y2 = min(65mpm + 8mCu + 1mFe) for NdFeB PMs

and

y3 = min

(
Tmax − Tmin

Tavg

)
(5.21)

In the objective function y2, corresponding to material costs, different weight-
ing factors were used to account for the price difference between NdFeB and ferrite
magnets. Independent variables, numbering eight in total were considered for both
the stator and rotor geometries.

5.9.2 Optimization Methodology

A DOE-based approach was initially used to identify the input variables with the most
significant effect on the output. A central composite design, one of the most popu-
lar DOE methods, was employed to perform a sensitivity analysis, which revealed
that only six of the eight input parameters had a sizeable effect on the objectives.
This helped reduce the design space, leading to significant saving in time and com-
putational resources. Following the DOE, a DE-based algorithm was used for the
optimization.
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Figure 5.21 Pareto fronts for the studied machines. It is seen that all designs with NdFeB
PMs, irrespective of rotor topology have similar performance, while the spoke-PM designs
with ferrites have lower cost [33].
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5.9.3 Results

The study revealed that for the rating considered (10 hp at 1800 rpm), similar cost
and loss objectives can be met with any design of IPMs with NdFeB irrespective of
the type of topology (V, flat bar, or spoke), as seen in Figure 5.21.

It is to be noted that the study did not consider manufacturing aspects. The
study also indicated that comparable efficiency at lower cost (40%) can be achieved
by the spoke-PM designs with ferrite PMs.

5.10 SUMMARY

The chapter discusses optimization as applied to electrical machine design. Some
commonly used optimization methods are explained. Case studies illustrating the
utility of systematic design optimization to compare different machine topologies, to
develop design rules, and quantify the effect of different design features are included.
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CHAPTER 6
POWER ELECTRONICS AND
DRIVE SYSTEMS

6.1 INTRODUCTION

Electrical machines need drive systems to be correctly controlled, if they need to
be operated at variable speed. This can be achieved by modulating the energy flow
to/from them.

Figure 6.1 depicts a general schematic diagram of a drive system used for elec-
tric machines. The following blocks can be recognized from the left to the right:
(1) grid, (2) AC-side filter, (3) rectifier, (4) DC-side filter, (5) DC-link, (6) inverter.
The power can flow from the AC grid to the machine M, or opposite in case the
machine is operated as a generator. A short description of each of them is given in
the following.

AC-side filter: The power factor on the grid side must be kept higher than a
certain level in order to comply with grid power quality standards. To do this, a line
filter bank is used to filter out current harmonics and also conducted electromagnetic
interference (EMI).

Rectifier: A rectifier bank is needed to convert the AC power into DC power.
Generally, this bank is implemented with semiconductor rectifiers in a bridge config-
uration. Since they switch on and off abruptly during the grid voltage period, recti-
fiers normally produce a significant distortion in the AC current waveforms, forcing
designers to adopt line filters.

DC-side filter: Very often, and depending on the power rating, the line filter
bank can become very expensive or even impractical for reasons like large volume,
weight, and therefore an active filtering (AF) solution is adopted, which is called
power-factor corrector (PFC) unit. PFCs are power electronic circuits that act as cur-
rent generators and they are used to shape the line current waveforms.

DC link/capacitor bank: The inverter draws DC power at the switching fre-
quency, which is considerably higher than the fundamental frequency needed to con-
trol the machine. For this reason, a buffer capacitor bank is needed on the DC-link
connection between the rectifier/PFC bank and the inverter one.

Multiphysics Simulation by Design for Electrical Machines, Power Electronics, and Drives, First Edition.
Marius Rosu, Ping Zhou, Dingsheng Lin, Dan Ionel, Mircea Popescu, Frede Blaabjerg, Vandana Rallabandi,
and David Staton.
© 2018 by The Institute of Electrical and Electronics Engineers, Inc. Published 2018 by John Wiley & Sons, Inc.
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Figure 6.1 General electrical drive system schematic for electric machines.

Inverter: The inverter converts the DC power from the DC link into AC to
be fed to the electric machine. As said above, it is operated at the switching fre-
quency, much higher than the fundamental, hence controlled power semiconductor
switches are used, which are able to achieve this task. Since the inverter is using high-
frequency switching, the AC output power may need to be filtered, in order to avoid
high-frequency current flow through the electric machine windings and the bearing’s
parasitic capacitances.

Referring to Figure 6.1, the power electronics technology is massively used
in the rectifier/PFC and the inverter blocks, but modern trends in drive applications
are toward using more and more power electronics in other blocks too, including
filters and capacitors. Broadly speaking, the reason for that is related to both the
reduction in cost and increase in reliability of power electronic components. This
allows designers to successfully implement alternative solutions based on frequen-
cies higher than the standard 50/60 Hz, which are beneficial in reducing size, weight,
and cost of passives, that is, capacitors and inductors, which might result in large
savings [1–6].
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From a design perspective, the following challenging aspects can be identified
in motor drives applications:

� Losses/thermal design/cooling
� Design margins
� EMI (Electromagnetic Interference)
� Reliability
� Volume/weight

Finally, yet importantly, cost needs to be carefully taken into account when
trading off all the above requirements. In fact, the motor drive application busi-
ness area is extremely wide and a large number of companies share the market
worldwide [7].

6.2 POWER ELECTRONIC DEVICES

Power electronic devices operate as a switch, that is, in two possible states: on state
and off state. Ideally, in the on state, the voltage across them is zero and an unlimited
current can flow through them; in the off state, the current is zero and the voltage drop
at their leads can increase unlimitedly. Furthermore, the commutation between one
state and the other is normally assumed to be instantaneous. Of course, the above con-
ditions are not reachable in reality, so a number of non-idealities have to be taken into
account. Table 6.1 summarizes such non-idealities together with their consequences
in real applications. The concepts listed there are key to introduce a correct design
approach in power electronic applications and should never be forgotten.

TABLE 6.1 Main non-idealities of power electronic devices

Property Non-ideality Consequences in real applications

Voltage drop in on state The voltage drop is not zero On-state (“conduction”) losses
Current in on state The current has a maximum Device choice based on the maximum

expected current. Furthermore,
overcurrents have to be taken into
account

Current at off state The current is not zero
(“off-state leakage current”)

Off-state losses

Voltage at off state The voltage has a maximum
(“breakdown voltage”)

Device choice based on the maximum
expected voltage, including overvoltages

Commutation duration The commutation duration is
not zero

Switching losses (linearly depending on
switching frequency)
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Figure 6.2 Classification of power electronic devices.

A fundamental classification of power electronic devices is based on control-
lability, that is, the ability of the user to change the device status from the on state to
the off state and vice versa. They can be

a. uncontrolled;

b. semi-controllable devices

c. fully-controllable devices (see Figure 6.2).

Uncontrolled devices are basically diodes, whose status only depends on the
current through them; in other words, the user has no controlled way to force a
status change. They are: PiN diodes and Schottky-barrier diodes (SBDs). These two
categories differ in terms of their internal structure. PiN diodes take their name from
the internal structure, which is basically a modified PN junction with an intermediate
“intrinsic” layer: P-i-N. PiN diodes are further split into rectifiers and switching
diodes, based on the applications they are designed for. In particular, rectifiers are
optimized for AC/DC conversion from the grid, hence they operate at 50 Hz or
60 Hz. At such low frequencies, switching losses are negligible and these devices
are optimized in terms of on-state losses. Opposite to rectifiers, switching diodes are
designed to work at high switching frequency, hence they are optimized in terms of
a trade-off between the on-state and switching losses.

SBDs are diodes with a metal-semiconductor junction, the so-called “Schottky
junction,” named after the physicist W. H. Schottky SBDs perform very well in terms
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of both on-state and switching losses, but exhibit quite a large off-state current, which
in case of silicon limits their practical application to about 100 V. SBDs are becoming
largely exploited nowadays thanks to the advent of wide-bandgap semiconductors, in
particular silicon carbide, which has allowed to reach 1700 V.

Semi-controllable power electronic devices are basically thyristors, or so-called
silicon-controlled rectifiers (SCRs), that is, rectifiers that can be turned on via an
appropriate current pulse fed to an auxiliary gate terminal. Anyway, they cannot be
turned off in the same way, so the current has to return to zero to switch them back
to the off state. Thyristors have paved the way for modern power electronics in the
late 1960s, making possible the practical use of switching modulation as a fundamen-
tal technique used in adjustable speed drives. Nowadays, though, fully-controllable
power electronic devices have outperformed thyristors, taking over switching modu-
lation applications, and confining those latter ones to high-voltage applications.

Former fully-controllable (or controllable) power electronic devices originated
from thyristors with gate turn-off thyristors (GTOs) and from bipolar junction tran-
sistors (BJTs) with power BJTs. From the 1980s, though, these devices progressively
disappeared because of the advent of power junction field-effect transistors (JFETs)
and metal-oxide-semiconductor field-effect transistors (MOSFETs), which have been
an important breakthrough thanks to the significant reduction in power and com-
plexity of their driver circuit. Nowadays, the scenario of controllable power elec-
tronic devices is dominated by MOSFETs, JFETs, insulated-gate bipolar transistors
(IGBTs) and high electron-mobility transistors (HEMTs). It is worth to point out,
though, that the silicon arena is mostly populated by MOSFETs and IGBTs, whereas
the wide-bandgap one is mostly populated by MOSFETs and JFETs, for silicon car-
bide, and HEMTs for gallium nitride.

The operating principles of the most adopted power electronic devices are given
in the following sections.

6.2.1 PiN Diodes

In silicon technology, SBDs are only practical up to 100 V, hence PiN diodes are
broadly used in low- and medium-voltage applications and thereby, in motor drives.

Figure 6.3 shows a typical cross section of a PiN diode together with its
electrical symbol [8]. The main active region of the device is in the middle and it is
the largest one. There, the current and the electric field develop almost in the vertical
dimension (1D phenomena). This part mainly consists of three regions: a highly
doped P region (P+), which is connected to the anode contact; a lightly doped middle
region (N−) often indicated as “intrinsic region” or “drift region”; and a highly doped
N region (N+) at the bottom side [9]. Due to this structure, power diodes are also
named PiN diodes, the “i” standing for “intrinsic.” In discrete devices, the bottom
(back) side is electrically and thermally connected to a metal package (not shown
in Figure 6.3) which is also the cathode of the device. In power modules, the bottom
of the device is connected to a direct-bonded copper (DBC) layer, which provides
both electrical isolation and thermal connection. At the active region periphery, there
is a termination region whose role is to limit boundary effects on the electric field
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Figure 6.3 Typical structure of a PiN diode (cross section) and its electrical symbol [8].

distribution. Such region does not contribute significantly to the current conduction,
but it is very important for the robustness of the diode. In this latter region, 2D
and 3D phenomena are dominant. The amount of on-state current that the diode is
supposed to carry, defines the cross-sectional area of the chip, whereas the thickness
of the N− region (which occupies the main part of the chip’s thickness) is dependent
on the breakdown voltage that the manufacturer intends to achieve—a feature that is
common to almost all the power semiconductor devices. The increase of the intrinsic
region’s thickness leads to enhanced voltage blocking capability, but at the same
time determines the additional ohmic resistance during the on state, the current path
becoming longer which degrades the device efficiency. Therefore, a trade-off has to
be found during the design process.

On-State Behavior
The real characteristic of a power diode is depicted in Figure 6.4. In opposition to
ideal diodes, the on-state current flow does not start when an arbitrarily low positive
voltage is applied to the anode contact. In fact, a defined voltage threshold VT (whose

Figure 6.4 Real characteristic of a PiN power diode.
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Figure 6.5 Electric field and carrier distributions in off state and on state of a PiN diode [8].

value is 0.7–1.0 V for silicon diodes), has to be reached across the P+/N− junction
in order to overcome the built-in voltage and trigger the injection of carriers, i.e.
electrons and holes, into the intrinsic region.

When a larger forward voltage is applied (VAK > VT), the diode is said to be
“forward biased”. The current flow increases linearly, due to the heavy influence on
the voltage drop of the on-state resistance (Rs), which is negligible in ideal diodes.
Part of this drop is located across the drift region. Here, when the injection of excess
carriers from P+ is considerably high (high forward current), a charge storage phe-
nomenon occurs, resulting in an approximately constant electric field and carrier con-
centration (typically several orders of magnitude higher than in the off state) across
the region, as it can be observed in the right-hand side of Figure 6.5 [8]. Thus, for
large current densities, the mobility of the carriers in the intrinsic region is reduced,
causing the increase of the voltage drop in an ohmic fashion. Most of the on-state
power losses of the device are generated by the current flow through this area. The
total forward voltage drop on the diode can be easily approximated as linear, through
the following equation [10]:

VF = VT + RsIF (6.1)

Off-State Behavior
When a negative voltage is applied to the anode contact, it will strengthen the built-in
voltage and prevent current from flowing through the junction, which is now “reverse-
biased.” A small current Is, up to few μA, often referred to as “leakage current” and
mainly due to quantum phenomena in the silicon, flows when the diode operates in
off state, independently from the reverse voltage level. Leakage current should never
be underestimated, since it increases the power losses generation, especially at high
temperatures, and, if sufficiently large, can lead to the device failure.

During reverse-biasing, the electric field will expand across the intrinsic region,
widening the so-called “depletion region,” where the carriers have been pushed away.
The function of the N− region is, in fact, to withstand the high reverse electric field
which is usually applied to power semiconductor devices. This electric field assumes a
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typical triangle-shaped distribution visible on the left-hand side of Figure 6.5. When
the reverse voltage level defined as “breakdown voltage” (BV) is outreached, the
current flowing through the junction will quickly increase due to a chain mechanism
named impact ionization and related to the high kinetic energy of the electrons. The
operation in the breakdown region has to be strictly avoided since the large amount of
dissipated power can rapidly destroy the diode. A rough estimation of the breakdown
voltage for silicon is given by [10]

BV = 1.3 × 1017

Nd
, (6.2)

where Nd stands for the doping concentration of the intrinsic region per cubic cen-
timeter. It makes sense then, how high breakdown voltage values are only achievable
with lightly doped (and thicker) drift regions. When the depletion region’s width (i.e.,
the base of the yellow triangle in Figure 6.5) at the breakdown voltage does not out-
reach the N+ region, the device is named non-punch-through (NPT), whereas, when
it spreads beyond the N−/N+ junction, the device is called punch-trough (PT). The
devices (like PiN diodes, BJTs, or IGBTs) designed with a PT structure usually show
lower on-state power losses.

Switching Behavior
All electronic switches require a finite amount of time (usually in the order of mag-
nitude of few microseconds) to turn from the off state to the on state and vice versa.
Switching is a critical part of the power device’s operation: it is a dissipative pro-
cess and depends significantly on the features of the circuit in which the device
is placed. The nature of an electric load is inductive in most of the applications
(e.g., motors or power grids). This means that variations in the load current are not
instantaneous, but happen, in fact, with a certain rate di/dt. This influences both the
turn-on and the turn-off processes of the diode, as one can observe in Figure 6.6.

Figure 6.6 Typical switching waveforms for a PiN diode.
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The following physical mechanisms occur:

� TURN ON: In order to switch to the on state, the large amount of charges stored
in the depletion region has to be removed, as the reverse voltage Vr decreases.
Consequently, the current starts rising with finite slope. The voltage across the
device will then reach positive values and forward-bias the P+/N− junction. Due
to the high rate of change of the current, a voltage drop appears on the parasitic
(or “stray”) inductance which affects the circuit and the device’s package. This
is added to the voltage waveform as an overshoot. Large overshoots should be
avoided, being an additional source of switching power losses and, in some
case, dangerous for both the device and the circuit. Eventually, the forward
current will reach its steady-state value If and the voltage will settle to the on-
state drop VON.

� TURN OFF: During the on state, the intrinsic region becomes flooded with
excess carriers, which need to be swept away during the turn-off transition
before a reverse voltage can appear again across the junction. As a matter of
fact, the current’s decay will not stop until the N− region is emptied out to its
original carrier concentration, eventually resulting in a current flowing in the
opposite direction, which is referred to as the reverse recovery current. When
this current reaches its peak value Irr, the blocking capability of the junction is
recovered and the reverse voltage starts growing until it stabilizes onto its off-
state value Vr, after an overshoot due to the stray inductance. The yellow area
in Figure 6.6 accounts for the total charge Qrr that has been swept from the drift
region. The reverse recovery is a key phenomenon in many power devices and
its duration is linked to other circuit and device parameters. A shorter reverse
recovery time is desirable in order to reduce the turn-off delay and power losses.
Nevertheless, a necessary design trade-off has to be reached with the voltage
blocking capability and the on-state voltage.

6.2.2 MOSFETs

The earliest field effect transistor was patented back in 1925 by J. E. Lilienfeld. Later
on, in 1959, the first MOSFET was theorized and invented at Bell Labs [11]. Nowa-
days, the power MOSFET is the most commonly used power semiconductor control-
lable switch for low- and medium-power applications, up to several kilowatts [12].
The power MOSFET is widely spread in household appliances, power supplies, and
automotive power electronics. The maximum blocking voltage capability is up to
600 V for silicon-based, commercial components. Its operation as power switch does
not essentially differ from the low voltage MOSFETs, which are used in digital inte-
grated circuits. Its main features can be summarized as following:

� Fast switching, thus low switching losses
� Low gate driver (control circuit) power consumption
� High-current turn-off capability
� Relative ruggedness to abnormal (fault) conditions
� Relatively large on-state resistance (and conduction losses)
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Figure 6.7 Cross section of a horizontal, N-channel power MOSFET’s cell (a), cross section
of a trench power MOSFET structure (b), and electrical symbol of a power MOSFET (c) [8].

The cross section of a state-of-the-art power MOSFET’s cell is represented in
Figure 6.7a. It can be observed how a P-i-N layout, identical to the previously
mentioned for diodes, is topped by an additional N+ region and a metal-oxide-
semiconductor (MOS) structure, whose metal layer is named gate (G). The gate is
electrically insulated from the semiconductor by a silicon dioxide (SiO2) layer and
serves as control terminal for the device. The power terminals are the top metal-
lization or source (S), and the bottom one, named drain (D). This structure is called
enhancement mode, horizontal N-channel MOSFET. The current path between source
and drain, or “channel,” is basically controlled by the voltage across the gate and
source terminals. When the gate terminal is protruding into the semiconductor sub-
strates, like in Figure 6.7b, the structure is called “trench” or vertical N-channel MOS-
FET, with a number of advantages in the achievable power density (the cell width is
reduced). Several thousands of these elementary cells (few micrometer wide) are par-
alleled into a chip to increase the current capability of the device, whose electrical
symbol is sketched in Figure 6.7c.

MOSFET Operation: The Field Effect
The structure of the MOSFET prevents it from conducting current if a positive voltage
is applied across drain and source, since the P+/N− junction is reverse-biased. When
a positive voltage is applied between gate and source, positive charge starts accumu-
lating on the metal-oxide interface and consequently, negative charge is attracted in
the P+ doped semiconductor below the oxide surface, not differently from a capacitor.
Once the voltage has outreached a sufficiently high value—called the “gate threshold”
voltage Vth—the layer of free electrons stored under the oxide becomes so thick that
a portion of P-type semiconductor inverts its concentration to an N-type, providing a
conductive path for the current from the N+ to the N− region. If the drain-to-source
voltage is also positive, a current will start flowing. As visible in Figure 6.8 (the output
characteristic of the device), the higher the gate voltage, the more the current flowing
through it, since the channel becomes thicker. For low drain–source voltage bias in the
so-called “ohmic” or “linear” region, the current flow is voltage-dependent, because
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Figure 6.8 Output characteristics of a power MOSFET.

the velocity of the electrons increases with the larger drain bias. When the voltage
becomes sufficiently high, the current is no longer voltage-dependent and the charac-
teristic becomes flat for a given gate voltage. The saturated current can be described
by the following law [10, 12]:

ID = K(vGS − Vth)2 (6.3)

where K is a coefficient depending on the device geometry.
The MOSFET operates in the “saturation” or “active” region until the drain–

source breakdown voltage. The working point for a power MOSFET in normal con-
ditions lies in the ohmic region, where the on-state voltage is relatively low and there-
fore, the conduction power loss is acceptable. The on-state losses of a MOSFET
are generated by the current flow through several resistive regions, and are usually
larger compared to other devices. The largest contributions to the overall resistance
are located in the channel and in the drift region.

When a negative voltage is applied across drain and source, the PiN structure
becomes forward-biased and the device starts behaving like a diode. It is important
to take into account the presence of this “intrinsic” or “body” diode when designing
circuits with power MOSFETs. The diode structure is often optimized by the manu-
facturer in order to obtain better performances and avoid the use of external diodes,
for example, as freewheeling current paths in power converters.

Switching Behavior
The dynamic behavior of the MOSFET is usually much faster than the one of the
so-called “bipolar” devices (like diodes or IGBTs). The reason lies in the fact that
no excess carrier has to be swept in or out of the drift region, but the transition only
depends on the circuit elements and the time necessary to open (or close) the chan-
nel. This is defined by the charging (or discharging) rate of the three internal capac-
itors (CGS, CGD, and CDS) of the MOSFET, visible on the right-hand side of Figure
6.9. The gate–source capacitor CGS is in good approximation constant and its value
depends on the geometry of the device. The drain–source and gate–drain capacitor
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Figure 6.9 Switching waveforms of a power MOSFET (a) and equivalent circuit diagram of
a MOSFET during switching (b).

values are instead affected by the drain voltage bias, which shapes the depletion layer
in the drift region.

Considering an ideal circuit where the MOSFET is forced to conduct a con-
stant current ID, the switching waveforms would appear like the ones depicted in
Figure 6.9. During turn on, before the gate–source voltage reaches its maximum value
VGS, the two input capacitors (CGS and CGD) need to be charged up, while the output
capacitor CDS has to be discharged of the full drain–source voltage VDS. The cur-
rent starts to ramp up as soon as the gate voltage threshold has been outreached until
its fixed steady-state value. The opposite mechanisms take place during the turn-off
time. The flat regions in the gate voltage waveform, called Miller plateau, are due
to the discharge (charge) transient of the output capacitor, during which the voltage
on the gate terminal is clamped. In a real switching behavior, the high changing rate
of the waveforms and the inductive nature of the circuit would cause a current over-
shoot during turn on and a voltage overshoot during turn off. The circuit controlling
the device switching, called gate driver, is a crucial element in power converters and
has to be designed properly in order to obtain the best performance and reliability.

6.2.3 IGBTs

The IGBT was developed in order to combine the advantages of a MOSFET and the
relatively small on-state resistance along with enhanced blocking voltage capability
of a bipolar structure [13]. These features have made this device extremely popular
in the last 20 years in commercial applications up to hundreds of kilowatts, with out-
standing and continuous design improvements. Figure 6.10a shows how these conve-
nient features can be achieved by replacing the N+ drift region of a MOSFET structure
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Figure 6.10 Cross section of a horizontal, N-channel IGBT cell (a), cross section of a
trench IGBT structure (b), electrical symbol of an IGBT (c) [8].

with a P+ layer. In this way, a second PN junction is created, which makes the verti-
cal structure of the device behaving like a PNP bipolar junction transistor (BJT). The
nomenclature of the power terminals is then changed: the source is named emitter
(E), while the drain is termed collector (C).

IGBT Operation
The physical operation of an IGBT is basically very similar to that of a MOSFET.
The additional feature lies in the presence of the N−/P+ junction on the collector
side. During forward-biasing (positive collector–emitter voltage), when the gate volt-
age is larger than the threshold, and the current starts flowing through the N-channel,
minority carriers are attracted across the collector junction, which is forward-biased,
spreading in the drift layer and eventually reaching the emitter P+ region, since the
emitter P+/N− junction is weakly reverse-biased. Due to physical phenomena, a cur-
rent amplification occurs in this process, making the additional current considerably
higher than the MOSFET current, and flowing through a less-resistive path (PNP
region).

IGBTs cannot have the same reverse conduction capability of a MOSFET, but
in fact, it blocks reverse collector–emitter voltage up to the breakdown limit of the
collector PN junction.

Switching Behavior
The only significant difference between the IGBT and the MOSFET switching tran-
sients is the presence of excess charge stored in the IGBT’s drift region. In a manner
similar to that of the PiN diode, this charge has to be moved in during turn on, and
swept out during turn off, in order to recover the voltage blocking capability of the
junctions. Hence, IGBT requires slightly longer switching times, which increases the
energy losses. In particular, during turn off, the IGBT exhibits a characteristic current
tailing phenomenon.
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6.2.4 Emerging Semiconductor Technologies

Power semiconductor devices design has been undergoing a continuous improvement
process, almost pushing the silicon-manufacturing technology to its physical limits.
The maximum possible current and voltage blocking capability has been reached in
many cases for single-die chips or discrete devices. Nowadays, in order to scale up
the available power, many chips are connected in series or paralleled within the same
package in the so-called power modules. Nevertheless, the investigation on novel
semiconductor layouts as well as new materials is still a key point in the field.

Among the most recent developments, it is worth focusing on the diffusion of
wide-bandgap (WBG) semiconductors in the field of power electronic switches [14].
Two materials in particular have shown rather attracting physical features [15] and
reached a relative maturity in the manufacturing process: silicon carbide (SiC) and,
with still limited applications, gallium nitride (GaN). The WBG-based devices are
capable of:

� operations beyond the temperature limits of their silicon counterparts
� enhanced voltage blocking capability with reduced on-state resistance
� increased switching speed, that is, lower switching energy losses

These outstanding features allow the production of faster, smaller, and more efficient
devices and power modules, and they are more suitable for harsh environment opera-
tions. At the current state of the art, the only factors that hinder the massive diffusion
of these devices in the application field are higher prices and the still scarce reliability
evaluation.

6.3 CIRCUIT-LEVEL SIMULATION OF DRIVE SYSTEMS

As the complexity and the scale of electric- and electronic-based power systems have
been increasing, the need for computer-aided design (CAD) tools of such systems has
become rather essential. Modeling and simulating the operation of a circuit before
the actual implementation can give essential knowledge about the circuit’s behavior
and greatly improve the design process, allowing to spot weaknesses and evaluate
the performance under different conditions. The simulation is especially needed in
those applications, like integrated circuits or printed circuit boards (PCB), where the
degree of embedding does not allow a practical prototyping and probing, or in very
high power systems, where it would be too expensive to design by trial and error.
The simulation process is in fact inexpensive and requires a limited amount of time
if managed properly. It relies basically on the numerical solution of the mathematical
laws which govern the circuit (mostly Kirchhoff’s laws) and its components. Nowa-
days, most of the modeling and simulation tools integrate a graphical user interface
(GUI) with:

� a schematic editor, where one can easily place and connect the circuit compo-
nents (represented as their electrical symbols) and set their features
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� a simulation engine, offering the possibility to choose among a number of solv-
ing algorithms and to set the parameters for each of them

� an on-screen output display, where the user can watch the simulation results
and waveforms

This makes the evaluation of several “what-if” scenarios fast and practical when
changing circuit parameters, using different mathematical models for the components
or resetting the simulation’s configuration.

A key-point in the simulation process is the choice of model, which will
describe each of the components with one or several mathematical equations. While
the equations for the standard components (resistors, capacitors, and inductors) are
fixed, a large number of models (more or less detailed) for electronic devices are
usually available in the software libraries. There is also quite often the possibility
to define a customized model for a circuit part or to change the model parameters
for the existing ones. The models, which are closer to the ideal operation of the
device, are usually very simple and do not particularly affect the simulation time,
even in large numbers. More detailed models contain a larger set of equations, often
complicated, in order to estimate accurately the real behavior of the component.
Thus, the solving algorithm requires a relatively long time to converge, especially
when many components are included in the simulation. It is fundamental, then, to
adjust the degree of accuracy of the simulation, considering the specific goal or
application, which is meant to be achieved. In some stages of a design process, it
is just worth to obtain an approximate and fast insight on the circuit, rather than an
extremely detailed and extensive analysis.

Currently, some of the most popular analog and digital circuit simulation
softwares are: OrCAD/PSpice, Saber, Simplorer, MAST, Verilog, VHDL, LTspice,
PSIM, PLECS, Multisim, Simulink. The Simulation Program with Integrated Circuit
Emphasis (SPICE) [16], was developed at the Electronics Research Laboratory of the
University of California, Berkeley and initially released in 1973 as a general-purpose,
open source analog electronic circuit simulator, coded in FORTRAN. It basically per-
forms a nodal analysis of the circuit, building a netlist of the circuit elements, their
equations, and interconnections, and translating it into a set of equations to be solved.
The equations are mostly nonlinear differential algebraic equations that are usually
solved by implicit integration methods, Newton’s method, and sparse matrix meth-
ods. The typical steps to be followed when performing a circuit simulation are listed
in Figure 6.11.

Schematic Design
1. Create a new project

2. Place circuit parts

3. Connect circuit parts

4. Set values and names

Simulation Settings
1. Create a simulation profile

2. Select type of analysis 

3. Set simulation parameters

4. Run simulation

Output Analysis
1. Place probes

2. Analyze waveforms

3. Read output file

4. Export results

Figure 6.11 Typical flowchart of a circuit-based simulation.
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Figure 6.12 Screenshot of the Simplorer schematic editor environment.

6.3.1 ANSYS Simplorer Simulator

Part of the ANSYS Electronics suite, Simplorer is a recently developed analog mixed
signal multi-domain circuit simulator. The simulation models can include compo-
nents from different physical domains, such as thermal, magnetic, or mechanical.
Hereby, the software is used exclusively to simulate fully electrical models, built
with circuit components in the schematic editor. In the first place, the circuit has to be
sketched in the schematic editor, whose interface is shown in Figure 6.12. The circuit
parts are chosen from the list available in the libraries and placed on the schematic. A
connector tool provides the wiring between the components. At this point, the values
and the names for each component can be defined by the user. As a second step, a
simulation profile has to be selected. The software is capable to perform the following
types of circuit analyses:

� Transient Simulation: used to calculate the circuit model behavior in the time
domain

� AC Simulation: used to calculate the circuit model behavior in the frequency
domain. A DC simulation is performed for each operating point and then an
AC simulation sweeps a given frequency range.

� DC Simulation: used to determine the operation point for circuit models with
nonlinear components in the quiescent domain

� VHDL-AMS Simulation: a sub-simulator for models described in very high
speed integrated circuit hardware description language—analog mixed signal
(VHDL-AMS).

Each of these types is characterized by simulation parameters, such as maximum
time step or range of values of the analyzed parameters, which have to be properly
defined by the user. Display elements may be included on the schematic and the output
variables have to be selected before or after the simulation. When the program is
executed, the schematic is translated into a netlist and the simulation engine starts
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Figure 6.13 Screenshot of the Simplorer simulation results viewer.

running. The solving algorithm is based on a modified nodal approach with numerical
integration. The interface allows the user to assist the simulation process and manage
convergence issues, in case any should occur. Finally, the output is plotted, like shown
in Figure 6.13, in the display elements. The voltage and the current calculated for each
component can be viewed in the scope.

6.3.2 Simulation of a Full-bridge Diode Rectifier

In this section, a circuit simulation process in Simplorer will be presented. A three-
phase full-bridge diode rectifier (Figure 6.14) has been chosen, since it is a standard
circuit for AC–DC line-frequency power conversion, used as front end in most of the
drive applications. Its function is to convert the AC three-phase voltage supplied by
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Figure 6.14 Three-phase, full-bridge diode rectifier with finite inductance on the AC side.
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the grid into a DC voltage output, using six power diodes. The AC line is modeled as
three sinusoidal voltage generators (Va, Vb, Vc) at line frequency (50 Hz) shifted each
other by 120◦ and connected in series with three inductances (La, Lb, Lc), representing
the non-ideal behavior of the line. For simplicity, the load connected to the rectifier’s
output consists of a resistor, while a capacitor acts as a filter. In a real drive system,
it would have been an inverter and the drive would act as a constant power load.

In the top group of diodes, only the one with the highest anode potential con-
ducts, while in the bottom group, only the diode with the cathode at the lowest poten-
tial is forward-biased. The voltage waveform across the load resistance is expected to
assume a characteristic six-pulse shape with an average voltage that is 1.35 times the
amplitude of the grid phase-to-phase voltage. The load current always flows through
two devices, one from the top group and one from the bottom group and switches
among six different paths within a sine wave period.

The effect of the AC-side inductance is to slow down the current commutations
between the diodes. When the current changes its path from one to another pair of
diodes, the voltage across the diode cannot change, slightly reducing the average
output voltage. This is as expected to be observed in the simulation results for this
topology. The model chosen for the diode is a standard Simplorer model which
features some of the key physical parameters of the real diode. The circuit in Figure
6.15 has been drawn in the schematic editor.

After setting the values for the circuit elements, the simulation profile has to
be created, selecting the simulation type. In this case, a transient analysis has been
chosen in order to evaluate the voltage and current waveforms in the time domain.
A duration of 60 ms and a maximum step size (i.e., the maximum time step which
the algorithm can use for the numerical solution) of 1 ms have been set. This should
allow getting an insight into more than one period of the line-frequency waveforms
in steady state with satisfactory resolution. Once running the simulation, the solution
was reached after 0.35 s.

A plot of the voltage waveforms is shown in Figure 6.16 and displays the three
voltage sine waves in the mid-point of each leg and the output differential voltage
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Figure 6.15 View of the three-phase diode rectifier exported from Simplorer schematic editor.
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Figure 6.16 Simulation output: voltage waveforms (top), current waveforms (bottom).

across the load. The six-pulse shape, though flattened by the high output capacitance,
and the average voltage are in agreement with the theory.

It can be noticed how, in order to obtain a small voltage and current ripple in the
load, filtering elements as the output capacitor and the line inductors are introduced,
which heavily affect the shape of input current, which appears to be pulsed rather
than sinusoidal and phase-shifted. The voltage waveform also appears distorted due
to the current commutations between the bridge’s legs.

6.3.3 Simulation of a Three-Phase Switching VSI

Another fundamental element for many drive system applications is the DC–AC
power conversion stage or inverter (see Figure 6.1 too). This is usually connected
right after a rectifier, using a DC capacitor bank as interface, in this case it is named
as voltage source inverter or VSI. A VSI is used in all those applications where the
frequency and voltage control of an AC load is required (e.g., in a motor). The control
is achieved by regulating the switching of power electronic devices following a
pattern, called the modulation method. The switching frequency is usually fixed and
is much higher than the output waveforms’ frequency, which can be variable. In this
case, the circuit is called switch mode, differently from the line-frequency converters
(like the rectifier presented in the previous section). The circuit shown in Figure 6.17
is a typical three-phase, switched-mode VSI based on power MOSFETs. Each couple
of series-connected devices (top switch + bottom switch) is called an inverter leg.

The control of the switches (i.e., the gate voltage signal) is usually performed by
regulating the on-state time in a switching period in order to obtain the desired average
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Figure 6.17 View of the three-phase inverter exported from the Simplorer schematic editor.

voltage magnitude and frequency across the load from a constant input voltage VDC.
This strategy is called pulse-width modulation (PWM). A control signal is compared
with a repetitive waveform at the switching frequency, named carrier waveform, as
shown in Figure 6.18. The shape of the carrier signal (e.g., sawtooth or triangular)
can be chosen in order to optimize the degree of usage of the switches and the losses.
The level of the control defines the on-state time interval (tON) for the switch. The
ratio of the tON with the switching period TS is referred to as duty cycle (D) and is
proportionally related to the average output voltage V0 given as

Vo =
ton

Ts
VDC = DVDC (6.4)

Figure 6.18 A pulse-width modulation technique (a) and circuit schematic of a gate drive (b).
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Figure 6.19 Simplorer simulation output for a three-phase sinusoidal PWM.

If the control signal is sinusoidal, then the average voltage in time will also have a
sinusoidal pattern with a magnitude proportional to the amplitude of the control sine
wave. This is in fact called sinusoidal PWM or SPWM. In order to obtain a three-
phase output voltage, the control signals should be three sine waves shifted 120◦

from each other. This provides the gate control for the three top devices. Since the
devices on one inverter leg should never be turned on at the same time (to prevent
short circuit of the power supply), the driving signals for the bottom switches should
be inverted (the ON time of one bottom device coincides with the OFF time of its
top one). Also, the power needed to activate the switch is supplied by a gate drive
circuit, basically an amplifier, which also provides electrical insulation of the delicate
components of the control circuit from the power converter. The gate drive is a crucial
element for the reliability and controllability of a power converter.

The modulation pattern used in this simulation is the symmetrical three-phase
SPWM, whose control signals are plotted in Figure 6.19. A switching frequency
of 2 kHz has been chosen, while the sine wave control signals are set to 50 Hz.
The simulation output is shown in Figure 6.20. Since the load is heavily inductive,
the current rise and fall rate is strongly limited, thus the phase current waveforms
in the load look almost sinusoidal. The less inductance in the load (and/or the less
switching frequency), the more the output current will show ripple and worsen the
harmonic content. The load phase voltage takes the typical five-levels shape: the only
possible levels in this three-phase converter topology are in fact 2/3, 1/3, 0, −1/3 and
−2/3 times VDC. The negative voltage across the load is achieved by reversing the
current in the phases.

6.3.4 Simulation of a PFC

The voltage and the current absorbed by a power converter are actually not even
close to ideal sine waves and depending on the nature of the load, they turn out to
be phase-shifted. This can be observed in Figure 6.16 for the line rectifier. The phase
difference between current and voltage waveform is an important information for the
overall operation of a power system and its cosine is defined as power factor. When
voltage and current are in phase (power factor equals one), their instantaneous prod-
uct (power) is entirely positive and only active power flows towards the load. If the
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Figure 6.20 Simulation output: phase current waveforms (top) and phase voltage
waveforms (bottom).

power factor is less than one, the waveforms are shifted and the instant active power
is reduced. A certain amount of power, called reactive power, reverses its polarity,
flowing back and forth from the generator to the load, causing losses and heating in
the whole system and not producing actual workforce. This happens when the loads
are either capacitive or inductive, which occurs in most situations.

It is fundamental, when designing a power system, to take into account the
effects of power factor and every load is connected to a power factor corrector (PFC)
circuit to compensate for the reactive power.

Moreover, the power electronic systems and drives usually absorb heavily dis-
torted current and/or voltage (Figure 6.16). This is often expressed by the total har-
monic distortion (THD) coefficient. A high THD will also cause losses and other
instabilities along the line and should be kept as low as possible. PFC circuits have
often a THD-correction function as well.

Passive PFCs are simply three-phase capacitor or inductor banks sized to com-
pensate the maximum reactive power absorbed by the load. Active PFCs make use
of power electronics to switch the current absorbed by the load in order to obtain a
fully controllable power factor and harmonic correction, depending on the operation
of the load and the conditions on the line.

A rather simple active PFC circuit, typically used in motor drives, is presented
and simulated in this section. The circuit, sketched in Figure 6.21, integrates a
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Figure 6.21 View of the boost-type PFC exported from Simplorer schematic editor.

three-phase line rectifier, like the one presented in Section 6.3.2 with a boost-type
PFC based on a power electronic switch connected on the bridge output and boost
inductors placed on the AC side [17]. The switch, a power MOSFET in this case,
is controlled with a simple PWM (like the one in Figure 6.18) pattern. The AC-side
inductors are charged during the on state and discharged during the off state. The
inductors and the PWM duty cycle are set to generate a discontinuous conduction
mode (DCM), where the inductors are always fully discharged within a switching
period. This causes the phase current to assume a triangular shape with the peaks
following a sinusoidal envelope in phase with the voltage, as one can observe in
Figure 6.22. The resulting average current is a slightly distorted sine wave in phase
with the voltage. The switching frequency harmonic component can be suppressed
by a passive LC filter connected on the AC side (Figure 6.23). In this way, as visible
in Figure 6.23, the switching frequency component is mainly absorbed by the filter
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Figure 6.22 Simulation output: filtered phase current and voltage waveforms after the
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Figure 6.23 Simulation output: phase current and voltage waveforms after the insertion of a
PFC.

while the line frequency component flows through the line with some residual ripple
(low THD) and in phase with the voltage.

6.4 MULTIPHYSICS DESIGN CHALLENGES

The electrical circuit is not the only part to pay attention to when designing a
real converter. In fact, a correct design must also take into account other physical
domains, in particular, the thermal one. More in detail, thermal aspects are crucial, as
semiconductors require a certain temperature range for correct operations, typically
−40◦C to +125◦C, throughout the entire power range [18].

Worst case for thermal design include two conditions:

1. maximum environmental temperature and

2. maximum power losses

In such conditions, semiconductor temperature must never exceed the maximum,
stated by the manufacturer. In practice, power losses are seldom constant, but rather
vary with time according to a given application. For instance, in inverters they are
sinusoidal at double frequency of the output current [19].

Moreover, in order to scale up the power for a given application, a number of
devices are connected in parallel into compact, very power-dense modules. Thus, the
power losses also increase considerably in a reduced space. In this way, the packag-
ing design process becomes more challenging, with several electrical, thermal, and
mechanical phenomena to be taken into account. The basic understanding of a power
module structure is crucial for a proper thermal design.

6.4.1 Power Module Structure

Figure 6.24 depicts the typical cross section of a semiconductor IGBT power module.
In it, on top of a heatsink (bottom in the picture), there is a copper or other metallic
alloy baseplate and a thermal grease is dispensed between them to reduce the interface
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Figure 6.24 Typical cross section of a semiconductor power module.

roughness. The baseplate is soldered to a substrate, generally made up of three layers.
A central ceramic tile ensures the electrical insulation between the power devices and
the baseplate while preserving a good thermal conductivity. The bottom copper layer
is soldered to the baseplate, while the top copper sheet is soldered to the bottom side
of the die and its layout is designed according to the circuit topology. The reason of
such structure, named direct bonded copper (DBC), lies in the low thermal expansion
coefficient, which is close to that of silicon and ensure good thermal cycling perfor-
mances [20, 21]. The different thermal expansion of the layers, in the long run, can
determine in fact a mechanical degradation of the bonding and soldering, which can
be fatal for the device operation.

The interconnection between the upper side of the dies and the package termi-
nals is provided by bond-wires. Wire bonding is the most used technique to achieve
this goal and usually consists of laying aluminum wires with different diameters to
form the desired circuit, attaching them to the surface by a combination of pressure,
ultrasonic energy, and heat called thermosonic bonding. Special machines are capable
of performing wire bonding for a module in seconds time scale.

6.4.2 Thermal Modeling

According to semiconductor physics, the semiconductor temperature is also called
“junction temperature”. Junction temperature is the equivalent thermal network solu-
tion illustrated in Figure 6.25, called Cauer-type network [22].

In it, currents represent the heat flux through the circuit elements, and voltages
represent the temperatures at certain points. Resistors account for layers’ thermal
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Figure 6.25 Equivalent thermal network for the structure presented in Figure 6.24.
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resistances and capacitors account for their thermal capacitances. One can calculate
resistances (K/W) based on dimensions and thermal conductivity of a given layer as
follows:

Rth = x
A × k

(6.5)

where x is the length of the material (measured on a path parallel to the heat flow), k
is the thermal conductivity of the material (W/K⋅m), and A is the cross-sectional area
(perpendicular to the path of the heat flow).

Similarly, capacitances (J/K) can be calculated as follows:

Cth = V × 𝜌 × cp′ (6.6)

where V is the volume of the material affected by the heat flow, 𝜌 is its mass density,
and cp its specific heat capacity (J/(kg⋅K))

The thermal network solution represented in Figure 6.25 is relatively simple
for static regime, where no heat flux variation occurs. In such a case, capacitors can
be taken out and the circuit becomes a trivial resistor network whose solution is

Rth = Rjs + Rss1 + Rss2 + Rsb + Rbh + Rha (6.7)

The total resistance from the above formula must comply with the thermal limits
coming from specifications discussed before. In other words, starting from maximum
power losses and maximum allowed temperature drop, one can write:

Rth, max =
Tj,max − Ta

Pmax
(6.8)

where Rth,max is the maximum allowed thermal resistance, Tj,max is the maximum
allowed junction temperature, Ta is the environment temperature, and Pmax is the
maximum amount of power losses. Equations (6.7) and (6.8) can be used to design
the thermal structure, in particular base plate and heatsink dimensions and materials.

The above approximation of constant losses is too coarse in real life, where
power dissipation has a variable trend and thermal capacitances cannot be neglected.
In such a case, even in the simplified network of Figure 6.25, one has to face a complex
problem and solution can be seldom calculated in a straightforward way. Moreover,
most of the cooling systems require forced air cooling provided by fans or liquid
cooling. The presence of cooling fluids introduces even more complexity and needs
to be handled with proper multiphysics simulation tools.

Nowadays, simulators based on one of the finest discretization technique
employed in computational fluid dynamics called finite volume method (FVM) help
designers very much in such a task. Simulators allow specifying arbitrary geometries
and custom power profiles against time and solve a specific problem in terms of tem-
perature distribution on fluid flow dependency. The main goal of such approach is to
reduce uncertainty and, consequently, expensive design margins.
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TABLE 6.2 IGBT three-phase inverter specification

Parameter Value (unit)

Dc-link voltage 600 V
Output voltage 230 Veff

Output maximum current 40 Aeff

Output frequency 50 Hz
Maximum Operating Temperature 100◦C
IGBT on-state voltage 1.5 V
IGBT maximum junction temperature 150◦C

6.4.3 Thermal Design with ANSYS Icepak

This section presents the thermal management design and simulation for a VSI carried
out in ANSYS Icepak [23]. This tool combines advanced solver technology with
robust, automatic meshing to perform heat transfer and fluid flow simulation for a
wide variety of electronic applications.

Inverters like the one presented in the previous section, need a careful design
approach as losses vary continuously during normal operation. A poor thermal man-
agement can lead to overheating and thus degrade the reliability of the components.

Table 6.2 reports a sample specification set for an IGBT, three-phase inverter
whose Simplorer schematic is depicted in Figure 6.26.

One can calculate worst-case power losses from the previous section, assuming
maximum output current according to Table 6.2. A simulation including a detail of
current and voltage across a given semiconductor switch is reported in Figure 6.27
while the instantaneous power loss waveform, obtained as a product of them, is plot-
ted in Figure 6.28. The calculated power loss profile can be fed to the thermal simu-
lator to evaluate accurately the resulting junction temperature profile.
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Figure 6.26 View of the three-phase inverter exported from the Simplorer schematic editor.
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Figure 6.27 Typical voltage and current waveforms across an inverter IGBT switch.

Figure 6.29 illustrates a possible geometry for the inverter shown in Figure
6.26. Three IGBT power modules, each embedding an inverter leg, are placed on an
aluminum heatsink. The heatsink geometry is rather typical, with a plate on which the
modules are screwed and a number of fins to create a wide thermal exchange surface.
A forced air cooling will be provided by a fan placed in the proximity of the heatsink
(not visible in the figure). The CAD structure was designed in the ANSYS Space-
Claim environment. This allows a direct interface with ANSYS Icepack, simplifying
the geometry in order to reduce the complexity of the meshing process.

The structure used in the thermal simulation, however, has been modified to
account for the internal layout of the modules. As one can observe in Figure 6.30,
showing the simulated structure in the ANSYS Icepak environment, the upper side
of the packaging has been removed and the layers showed in Figure 6.24 have been
modeled. Each of the switches is, in fact, made up of four IGBT dies connected in
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Figure 6.28 Instantaneous power loss waveform across an inverter IGBT switch.
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Figure 6.29 ANSYS SpaceClaim CAD structure for the inverter with IGBT power modules.

parallel. Each IGBT has a rated current of 10 A and a maximum operating temperature
of 150◦C. Thus, the structure has in total 24 devices whose losses profile depends on
the modulation pattern in a given time window. The module top and lateral surfaces
are assumed as adiabatic in the model, so that the heat exchange takes place only
through the baseplate.

A transient simulation has been set up, in order to observe the thermal behavior
of the structure for the maximum power losses profile in the operation of the inverter.
The ambient temperature has been set to 30◦C. The profiles assigned to each device

Figure 6.30 Simulated structure in ANSYS Icepak environment with finite volume mesh.
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Figure 6.31 Junction temperature trnasient profile.

have been sampled with the same time step of the transient thermal simulation in order
to reduce the computational effort. An average of the losses has been calculated for
each step. In this way, it was possible to simulate few periods of the 50 Hz wave-
form, enough to reach the steady-state thermal behavior for the defined geometry.
The convergence time can be also controlled by modifying the number of iterations
needed to solve for each simulation step. On this particular case study, it was possible
to simulate a 0.3 s of thermal transients in about 15 minutes.

The results of the simulation are plotted in Figure 6.31, where one can
observe the junction temperature dynamics. The temperature settles well below the
maximum allowed for the devices, meaning that the thermal management system
has been properly designed. A color map is reported in Figure 6.32, showing the 3D
distribution of temperature profile on the inverter structure at the last simulation step
(t = 0.3 s). It can be noticed how IGBT dies are most critically affected by the heat
generation while there is no significant temperature variation in the underlying layers.
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Figure 6.32 Temperature distribution for the simulated IGBT package structure at t = 0.3 s.
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